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ABSTRACT

Artificial intelligence techniques are advancing in areas like health, cooking, education, and agricul-
ture, aiming to educate users and enhance their knowledge. This survey reviews design tools and
their features, introducing a classification of implicit and explicit features from user interactions. An
analysis of 35 studies reveals the application of these techniques, detailing knowledge storage, inter-
action types, algorithms, and evaluation methods. Key findings include the potential of techniques for
both implicit and explicit learning, a lack of detailed information in some implementations, and a
highlighted need for tools that educate novice software engineers about privacy through design IoT
applications.
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1 Introduction

Learning is an important process for acquiring knowledge, developing skills, and making decisions. According to
Sequeira [1]], learning involves developing new skills, changing perspectives, and understanding concepts. For example,
Riivari et al. [2] highlighted that learning teamwork skills through Novicraft, which is a computer game, improving
students’ skills, such as identifying their team roles and how to effectively make decisions in the team. Artificial
intelligence (AI) has been instrumental in guiding and helping users learn through activities and virtual systems. Al
techniques have shown remarkable progress and their potential applications are increasing in many fields, such as
health, cooking, education, and agriculture. Furthermore, a significant improvement in the overall performance of 1500
companies was observed when humans and Al worked together [3]]. AI assistance for design tools aid designers in
working faster with improved performance and efficiency. Thus, improving companies’ competitiveness in a rapidly
changing market [3]]. In the sphere of privacy and security, it has been stated that identifying threats early in the
design phase can reduce the cost and time that may take later in the development process [4]]. To facilitate this, various
tools have been developed to identify security and privacy threats. Microsoft threat modelling tool uses the STRIDE
methodology to identify security threats [S]], while the LINDDUN methodology is used for privacy [6]. Additionally,
the Threat Dragon tool can be used to identify both security and privacy issues [7].

Al assistant techniques are implemented as virtual systems, design systems, teaching platforms, and conversational tools
to provide specialised assistance to users. As Baylor and Kim [8] noted, the role of Pedagogical agents for academy
students in the learning process is of particular importance, as they can augment knowledge acquisition, enrich learning
and motivation, and enhance self-confidence. Notably, such agents can have an invaluable impact in the educational
field, potentially encouraging students to learn and achieve more.
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The following research questions (RQs) will be answered through this review:

* RQI1: What interactions of humans with Al assistant techniques have been documented in the literature?
* RQ2: What types of learning do users acquire while using Al assistant techniques?

* RQ3: How AI assistant techniques have been implemented in the literature? (i) How knowledge is stored and
continuously updated?, (i) Who are the stakeholders interacting with the system?, (iii) What algorithm and
techniques is used?, (iv) How do they evaluate?, (v) What types of output are generated?

The contributions of this paper are as follows:

* A comprehensive review design tools and characteristics (i.e., security and privacy) and design prototyping
tools that support teaching and learning.

» Propose a taxonomy to effectively classify the types of learning in Al techniques.

* Review the Al techniques implementation to gain an understanding of how these techniques represent
Knowledge and make decisions.

The remainder of this paper is organised as follows: Section [2] presents a methodology used to select papers. Next,
Section 3 provides an overview of design tools and their respective characteristics; Section 4] focuses on implicit and
explicit learning; while Section [5]discusses the approach to implementation of some techniques, and then Al techniques
for implementing intelligent behaviours are discussed in Section [] and then highlight the research challenges and
directions in Section[7] Finally, Section[§]concludes the literature review.

2 METHODOLOGY

In order to retrieve sufficient and high-quality papers, we follow the guidelines and snowballing procedure outlined in
the systematic literature in [9]]. The first step was to identify keywords and phrases to formulate search strings; Boolean
operators, such as "AND" and "OR," were used to combine strings and acquire more relevant papers (see Figure[I)). To
further refine the search, we conducted a manual search using the keywords mentioned in Figure[T} When the paper was
relevant, we conducted forward and backforward snowballing to find more relevant articles. As Wohlin [9]] mentioned,
Forward snowballing is conducted by looking at the titles of papers that cite the source, while Backward snowballing is
undertaken by examining the titles of papers in papers in the source’s reference list.

In each phase of the search process, reading the abstract and conclusion of a paper was a step to making a decision,
either excluding or extracting the paper. All relevant papers were in a period from 1960 to 2022. Papers that did not
provide teaching and helping for users through AI were excluded; furthermore, since the scope of Al is wide, robotics
was excluded since it falls outside the boundaries of this particular search. Consequently, all papers included in the
Literature Review corresponded to the research questions.

« "Al tool for guiding", "Al tool for teaching”,* "Chatbot", "chatterbot" « "Al
IConversational tool for guiding”, "Al Conversational tool for helping” * "Conversational
tool for cooking", "Conversational tool for recipes."
;io:gIIe XIEIEE J ACMI "Chatbot for advising”, "Conversational tool for advising * "Chatbot" OR
SiElr CAELO SIED "conversational” OR "agent" OR "dialog system." « "Conversational recommendation.”
. i AND i privacy i \ i AND i security
assistant.” « "Explicit Learning in Artificial Intelligence”, "Implicit Learning in Artificial
ACM i ACM T En i . igent design tool”, "Al mediated in ing." « "Al mediated in
on i i teaching AND Al design." » ion design." * "Al-G: Design .
i Syst and y design.” « "Voice ion for ing", "Voice ion for
helping”
Search engines Keywords

Figure 1: Keywords and search engines used for search query

3 Overview of Design Tools and Characteristics

Incorporating privacy requirements in the design and implementation of systems are challenging and necessitating for
the translation of complex social, legal and ethical issues into systems requirements [[10]]. To aid in these efforts, the
notion of “privacy by design” has been proposed as a guide principle [[10]. Privacy by Design (PbD) is a proactive
approach that embeds privacy early in the design phase, and this makes occurrences of privacy threats excluded in
products [I1]. Section [3.T]discusses some privacy and security design tools that emphasize privacy and security by
design, while Section [3.2] presents design tools that can be used for teaching and learning.
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3.1 Privacy and Security Design Tools

It has been stated that identifying threats and software vulnerabilities in a design phase could be reduced the overwhelm-
ing majority of risks and cost in the following steps in the systems development life cycle (SDLC) [4]. Microsoft is one
of the most widely contributed to the development of SDLC. It offeres a Microsoft threat modelling tool which aims to
create more secure software [5]]. Microsoft threat modelling uses the STRIDE model, which is an abbreviation for six
categories, Spoofing, Tampering, Repudiation, Information Disclosure, Denial of Service and Elevation of Privilege [5].
The tool follows a process for mitigating threats, as illustrated in Figure 3]

Firstly, create a Data Flow Diagram (DFD) using a drag-and-drop feature to easily draw the diagram scenario. The term
of DFD means a visual notation that concentrates on the basic, functional parts of early software designs [[12]. DFD
in Microsoft threat modelling includes Data flows, Data stores, Processes and Interactors. Identifying and mitigating
threats is the next process which is used the STRIDE model to identify threats. The final step is validation, allowing
users to mitigate these threats. Table|l|shows that each DFD is mapped to potential security threats, marked with a star
symbol to indicate their severity.

Table 1: Mapping DFD with STRIDE model

DFD elements
STRIDE Data flows Data stores  Processses  Interactors
Spoofing * N
Tampering * * *
Repudiation * *
Information disclosure * * *
Denial of service * * *

Elevation of privilege

Threat dragon is another method for threat modelling supported by the Open Web Application Security Project (OWASP)
[L3]. The tool can support STRIDE types, and CIA [[13], as well as the recently added LINDDUN. Threat dragon is
similar to Microsoft threat modelling in that both tools are open source and support STRIDE. However, Threat dragon is
cross-platform and can run on Windows, Mac, and Linux [7], whereas Microsoft threat modelling is limited to Windows
[14]. Threat Dragon is limited in terms of the number of stencils available, in comparison to the wide range of stencils
provided by Microsoft Threat Modeling. Furthermore, Microsoft Threat Modeling automatically generates potential
threats with a detailed description of each, while Threat Dragon requires manual creation of each node in the Data Flow
Diagram (DFD) and the subsequent traversal of each node to identify potential threats, as illustrated in Table[2] which
compares these two tools.

Table 2: Microsoft threat tool vs. OWASP Threat Dragon

Microsoft threat modelling tool OWASP threat dragon
Covered Scope Security Combined security and privacy
Support STRIDE STRIDE, CIA and Privacy
Platform Only one platform Cross-platform
Stencils Various Limited
Manage threats Entirely partially
Documentation | Comprehensive all threats with details | Per each element with a few details

An example of how the Microsoft Threat Modeling Tool and Threat Dragon utilize Data Flow Diagrams is demonstrated
in Figure 2} As [14]] points out, each of the elements in the DFDs mentioned in the diagrams is vulnerable to a range of
potential threats.

Another Framework inspired by STRIDE is LINDDUN, a methodology that applies privacy threat modelling. LIND-
DUN is an acronym for Likability, Identifiability, Non-repudiation, Detectability, Disclosure of information, Unaware-
ness and Non-compliance [6]. Figure|3|illustrates the approach that LINDDUN follows to manage and mitigate threats.
The first step is to allow users to create the scenario of a DFD and manually elicit threats by mapping DFD elements to
threat categories, as explained in Table [3| This repetition of DFD elements helps to identify potential privacy issues.



A PREPRINT - NOVEMBER 3, 2023

P emmm
e - -
Generic Data Flow 1 (Generic Data Flow 2 \‘
User

\ - -
—
Flow &
\ } Datab;
Generic Data \ web server | —FHow 7 [ pp server [ AW atabase
HeT ) Sore Flow 57 \ / F
- L -

Generic Externall
Interactor

U
Admin /
U
Il
(A) Microsoft threat modelling tool (B) Threat dragon

Figure 2: In two different models, Data Flow Diagrams (DFD) are employed as a visual representation of system
processes. Within these DFDs, security threats are depicted conspicuously in red, emphasizing their critical role in
system vulnerability assessments and risk mitigation.

Table 3: Mapping LINDDUN model with DFD

DFD elements
LINDDUN Data flows Data stores  Processses  Interactors
Linkability * * * #*
Identifiability * * *
Non-repudiation * * *
Detectability * * *
Disclosure of information * * *
Unawareness *
Non-compliance * * *

Finally, appropriate solutions are identified to address the exposed threats. As mentioned in Table[3] each DFD element
is susceptible to a set of LINDDUN threats, and their intersections are marked with a star symbol which indicates a
potentiate privacy threat.
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Figure 3: The methodology of Microsoft threat modeling and LINDDUN.

3.2 DESIGN PROTOTYPING TOOLS

Popular collaborative design tools help designers create and collaborate with teams or peers. Scratch is a block-based
programming tool created to help children aged 8 to 16 learn how to programme when they work on a project, such
as games or short stories. The design purpose of Scratch is vital to encourage the idea of autodidacticism learning
through starting to think and cooperate with peers [[15]. Furthermore, Scratch has been used as a teaching tool for
second-language teaching [16], and Al for High-School Students [[17]]. Shaath et al. [18] developed an intelligent
tutoring system to assist students who want to learn Photoshop. The learning process is based on material, ie . lessons,
questions, and exercises. This allows students to capture their lectures and follow up whenever they want.



A PREPRINT - NOVEMBER 3, 2023

4 Explicit and Implicit Learning Features

As discussed in Section[I] learning is the first step for humans to acquire knowledge and achieve goals in any domain.
Benton [19] mentioned that humans rely on more than just the knowledge stored in their brains but also need knowledge
from different sources such as the environment and other people. To facilitate such learning, humans need efficient tools
or systems to educate them on what they need to know to improve their understanding. Kohda [20] infer that humans
achieve more with support from Al. Therefore, humans can learn explicitly or implicitly through their interaction
with Al (see Figure ). Furthermore, a taxonomy of learning features is provided to aid in understanding the different
learning types . Sections [.1] and [4.2] provide more details for each type of learning and illustrate how AI can be

leveraged to augment them.
l—-{ Types of learning }-—l

Explicit Learning Implicit Learning

Figure 4: Types of learning in Al techniques.

4.1 Explicit Learning

Ziegler et al. [21] defined explicit learning as a type of learning in which learners are directly instructed or taught for
a particular purpose. It focuses on the verbal explanation of principles, rules and concepts and is often used to gain
a better understanding or knowledge of a specific topic. This type of learning enables users to realize their aims and
objectives to achieve their goals [21]]. As such, Ellis [22] mentioned it requires conscious effort and results in knowledge
that is represented in explicit form. Moreover, it provides users with the necessary guidance and structure to help them
progress towards their desired outcome. The following sections provide an in-depth exploration of the different features
of explicit learning that perform between humans and Al and the ways in which users may become involved in it.

Explicit Learning

[ Alerting J { Asking questions }[ Guidance } [Answering questinns} { Editing Feedback } { ‘Warning messages J

l l l
[

Multiple Choice { Yes/No } Generate tasks/solve Feedback Suggestion
Q . tasks

Figure 5: Types of explicit learning through interactions users with Al techniques.

4.1.1 Asking Questions

In order to assist learners, asking questions could be a useful way to check learners’ understanding as well as encourage
them to be active with the system. In the health field, patients learn about their disease through interaction with an Al
doctor system [23]. The AI doctor asks questions about patients’ symptoms; based on the answer to these questions,
the Al doctor can infer a proper diagnosis. Moreover, Al doctor can increase patients’ awareness about the types of
infections that cause diseases. For example, by typing the query asking about fever, the system lists names caused by
fever, such as bacteria, viruses, etc [23]].

In the programming, students have asked an intelligent assistant question to learn concepts in programming (i.e. the
meaning of programming or array), and the intelligent assistant replies to the related question[24]]. In this study, they
found the intelligent assistant increased students’ motivation toward learning programming and made learning more
effortless and more enjoyable. For learning cooking, a user can ask the tool for new recipes, create a recipe from a few
ingredients in the fridge, or request suggestions recipes on how to reduce food waste [25]. In education, contextual
help provides instructor resources in the form of a Contextual Virtual Teaching Assistant (CVTA) [26]. CVTA can ask
questions and provide tailored answers based on Tutors’ materials. CVTA can also help the Instructor identify students’
needs.

4.1.2 Yes or No Questions

Some systems designed the interaction via closed questions such as [27]]. These questions are easy for answers and may
help users make decisions quickly. For example, when users ask about adding an item to a meal, they may want to
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know if it is compulsory or not. Villegas-Ch et al. [28] developed a system to assist preschool children in identifying,
replicating, and writing integer numbers from zero to nine. The dialog between the child and the system was based on
questions and answers, most of which required is designed by yes or no voice responses. It was observed that the motor
skills in writing were enhanced for children who used the system.

4.1.3 Multiple choice Questions

Users can learn from the explicit options listed on the screen, helping them to consider and select the most appropriate
answer. The Trigger-Action-Circuits system [29] aids novices in designing circuits by generating multiple circuit
options on the screen, and a user can choose suited to their use case based on different needs, such as cost and component
availability. The result showed that users who used TAC could complete tasks assigned to them more successfully and
quicker than the other group who did not use TAC. In the DL-OIET system [30], users answer questions by selecting
from multiple-choice options. Users have reported positive feedback after using the DL-OIET system, with many noting
an improvement in their English language skills.

4.1.4 Answering Questions

Conversation tools can answer farmers’ questions in [31} 32} [33]]. Farmers can learn bout horticulture, government
schemes, market costs, farming and weather in [31]]. Farmers can ask questions and the chatbot obtain answers [33].
Likewise, literate farmers in India learn from answers provided by FarmChat when they ask questions related to farming
[32]. Therefore, agriculturalists learn how to make the right decisions about their products by learning from these tools.
English Practice is a tool designed to help international learners who want to learn the English language. Learners use
materials in the tool, i.e. (quizzes, vocabulary or grammar lessons) to answer questions provided by the tool [34].

4.1.5 Guidance

Several researchers have suggested systems to support novices on their hardware journey. HeyTeddy assists novice
programmers in learning programming Language by using Arduino [35]. It guides users step-by-step with instructions
on how to build the circuit. For example, when users ask HeyTeddy how to use a motor, HeyTeddy guides the user until
completing the task. As a result, students feel more confident in building circuits with HeyTeddy. Thus, HeyTeddy was
useful for users to avoid mistakes while using Arduino. Smart Care [36] is designed to guide pregnant women in rural
areas in Bangladesh and aims to increase their awareness during pregnancy. This intelligent assistant advises on the
health and symptoms that may occur each month.

4.1.6 Warning Message

Khilji et al. [27] used the questions and answers method in the cooking system; One type of response to users explicitly
in the form of a warning. Furthermore, ThinkInk [37] provides useful warning messages when errors are made in the
task, allowing users to identify and fix any mistakes quickly. With their interactive learning environments and helpful
feedback, this effective tool for beginner programmers to improve their data structure skills and knowledge.

4.1.7 Generate Tasks or Solve Tasks

Users perform some tasks or complete activities that may encourage them to understand better. For example, the
Toastboard system in [38]] allows users to debug circuits easily and helps them learn how to assemble and validate
simple circuits. Likewise, an interactive system introduced a tutorial with interactive tests to help a user writes a
program for Arduino or assembles a circuit following predetermined steps [38]]. Therefore, users understand the content
and avoid errors.

Previous studies conducted by [39] to develop animated visualization tools for teaching Computer Security. Tools
covered were dedicated to some concepts, i.e.(the visualization tool for wireless network attacks). Students can engage
in learning from these tools by controlling the animation process, such as by clicking on (stop, pause, and resume).
Also, students can learn from the description message that is appeared on the user interface to provide a dynamic update
description of the case animation. Students who used these tools provided positive feedback. The tools were easy and
helpful in understanding information about security concepts.

Zhao et al. [40] provided the system that helps educators save the time they spend preparing teaching materials
and making test questions. Also, the system is designed with the aim of assisting learners by providing reading
comprehension assistance tasks through knowledge graphs. Students should solve these tasks that are included test
questions associated with the text.
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Aldeman et al. [41] developed a platform for teaching glomerulopathies to students and pathology instructors. Students
learn through materials and solve activities, i.e. quizzes and image analysis.

Mental Vision [42]] consists of several interactive applications called modules. A teacher can share one model with
students in the classroom, e.g. a Bezier surface, and allow them access remotely. Students can play to modify the
parameters visualisation and display in the board classroom. Students’ motivation was positive and improved because
they could develop complex visualisations in a brief time. The VTK [43] helps students gain knowledge about
visualisation by allowing students to develop tasks. Students found using the tool helpful in understanding and applying
computer graphics concepts and creating successful projects.

Users can create and learn how to design experiments using the tools available [44]. Through these tools, users can
create playable experimental scenarios by making modifications to text, symbols, and other elements. However, the
authors emphasise the need for artificial intelligence assistance to ensure users can successfully achieve a basic level of
experiment design, even with prior instructions.

4.1.8 Suggestions

Recipe Bot in [45] provides a combination of question-answering and recommendations. It helps users find recipes
when they ask specific questions about dishes; it returns recipes of these dishes or suggests recipes based on answering
some questions when users do not have any idea what they want to eat. In the same way, a suggestion tool was built by
Angara et al. [46] is also recommended recipes to users according to their taste preferences and health situation. Users
have reported that using the tool is effective in reducing food waste and managing grocery budgets, as well as providing
personalized recipe recommendations that take into account personal contexts such as food allergies and dietary goals
[46].

Patients ask the "HealthAssistantBot" chatbot questions about their health issues, and Al provides suggestions about
their disease and may suggest the nearest dr [47]. Users who interacted with HealthAssistantBot in regular use scenarios
gave favourable feedback, showing that it is effective in helping patients take care of their health. The chatbot [|34]]
suggests hints or helps to explain concepts more. Guidance may help learners to learn the English language quickly and
at any time. Although this tool was generally helpful in learning, the English Practice could not respond when users
used voice.

A study conducted Koch et al. [48] found that the use of May Al assistance in the design phase helped designers quickly
find relevant ideas and inspiration for their projects. The Al assistant provided designers with access to visually relevant
materials such as pictures. Similarly,ImageSense [49] help a designer collaborate with another remote designer with
allowing suggestions from Al. Both May Al and ImageSense help designers to find creative ideas and inspiration faster.

4.1.9 Alerting

Another a way for Al systems to notify users of potential issues or discrepancies that may require attention. Alerts
are usually designed to be triggered by certain conditions, such as alerting students about upcoming deadlines [26]],
reminding users to take their medication [47]], or sending notifications for mandatory checkups with a doctor [36].

4.1.10 Feedback

According to [50], feedback serves as a mechanism for learners to determine their level of success in their work and
whether they are meeting expectations. Oviatt et al. [S1] mentioned that digital tools could provide real-time feedback
for users, which is much more efficient than pen-and-paper methods. An assistant tool called ’coding tutor’ in the
reference [52] has provided explanations to students who ask about coding exercises or answer open questions and
provides Feedback on assignments provided by students. This coding tutor was helpful for novice programmers who
needed to understand algorithms or apply code.

Microsoft threat modelling S]] provides feedback to a user who designs the system and wants to learn about the potential
threats in the system before moving to the development phase. The tool lists all potential risks with descriptions and
classifies them by different colours to make the user able to understand each threat; the red colour appears when the risk
is high, orange means the risk is medium and low-priority threats are labelled as grey.

Students request analysis for a piece of writing in this study [53]]. The system determines grammatical errors in the text
by highlighting sentences with grammar errors and presenting the text to the students as feedback. In addition, students
can correct grammar errors and resubmit their writing again. Therefore, the system improves the literacy of the deaf
and makes them learn without feeling the shame of mistakes they might feel with a human teacher.
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Atilola et al. [54]] provides explicit feedback to students, informing them if their problem-solving steps are correct or
incorrect. The feature of using this tool does not provide the answers to the students, but it informs them of any mistakes
they have made and what those errors are. Through the use of Mechanix, students can acquire a deeper understanding
of truss analysis and free-body diagrams. This will enable them to produce accurate diagrams faster and with increased
assurance in their results. Obeid et al. [55] provides students with feedback to help them make informed decisions when
selecting an academic institution and major that aligns with their interests. Sermuga Pandian et al. [56] contributed to
the design process by transforming low-level sketches into high-quality sketches, thereby streamlining the workflow
and saving designers time and effort compared to manually reworking the sketch. Fossati et al. [57] developed iList,
which provides five types of feedback to users: syntax error, execution feedback, final feedback after submitting a
problem, and both reactive and proactive feedback. This fifth version of iList proved to be beneficial in guiding students
towards successful solution paths.

4.1.11 Editing Feedback

Some systems are designed to provide feedback and enable users to make necessary modifications based on this
feedback. The Microsoft threat modelling tool [5] offers users the capability to make decisions about feedback by
allowing them to either accept or modify the information generated by the tool. Similarly, users can get feedback and
modify threats in the Threat Dragon tool [[7]. These features help users to recognize their errors and identify potential
threats that could affect their systems. Furthermore, it assists them in editing and improving their ability to think and
decide, as well as to remember.

ThinkInk [37], and CS Tutor [58] offer interactive environments to facilitate novice programmers in learning data
structures with different learning features. ThinkInk provides a visually intuitive representation of the data structure,
allowing users to quickly and easily grasp its components. Additionally, CS Tutor allows users to create diagrams of
the data structure and have code automatically generated from it. Figure 5] shows an overview of the various forms
of explicit learning in Al techniques. These features can assist in engaging a user in active learning and help them to
understand the knowledge.

4.2 Implicit learning

Implicit learning is a second type of learning that is completely different from explicit learning. It is un-deliberate
learning, and learners’ engagement is unintentional [21]. This mean, It happens without learners noticing or intentionally
trying to learn [59]. Reber [60] was the first to explore this concept. His study covered how learners can understand to
answer structural relations without using strategies or being able to express the knowledge in words. Crowder et al.
[61] have explained this term in which learners do not realise that they are involved in the approaches or activities they
undertake.

Implicit Learning

Answering questions Feedback
Asking questions Performing activities

Figure 6: Types of Implicit learning through interactions users with Al techniques

4.2.1 Advice

Implicit advice can help humans by providing subtle prompts that encourage them to reflect on their behaviour or gain
new knowledge. These nudges may help people to make positive changes in their lives and develop new skills and
insights. Elderly people can tap one choice on the screen or answer using their voice in interaction with the assistant
tool [62]. The assistant tool provides helpful advice to the related question in order to keep them more active and
healthy. Hence, trying to help the elderly adhere to the advice provided by the tool could implicitly increase their ability
to change their behaviour to be healthier.

4.2.2 Asking and Answering Questions

Helping learners develop skills is another way of implicit learning through asking and answering questions way. As
Zhao et al. [[63] explained the role of Alexa in e-learning to help learners develop skills such as interviewing skills.
Alexa can play the role of a peer or adviser based on the scenario. A user can ask the first question, and if Alexa expects
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the answer to these questions, it continues to follow up on questions from the user; otherwise, Alexa changes the role to
an adviser if the user response does not expect by asking some questions and providing guidance. Therefore, users can
learn how to improve their skills while asking or answering questions.

Winkler et al. [64] used Alexa to aid a group of users in problem-solving by thinking and asking questions related to the
problem. They found the benefit of using Alexa when compared with another group’s interaction with human tutors.
It was clear the group who used voice assistance understood the problem, and their contribution was homogeneous
towards solving the problem. Hence, the group acquire some skills such as collaboration and problem-solving skills.
Diabetic patients can learn about their symptoms and how to lead a balanced life between prevention and their desired
lifestyle by asking questions [65]]. They can ask questions related to the list presented by the system and receive answers
from the tool.

4.2.3 Performing Activities

Engaging in activities could be a form of implicit learning that encourages users to complete specific tasks in order to
gain a better understanding of concepts. In the Al domain, students were able to solve exercises within the workshop
setting by using Scratch [17]. This tool allowed them to gain an understanding of the underlying computational thinking
behind Al processes and explore the behaviour of algorithms.

Researchers have contributed to promoting children to understand Al at an early age. Beginner learners learn the
concept of machine learning (ML) classification without the required background knowledge in ML coding [[66]. This
is usedful for learners and instructors alike, as it allows for the introduction of ML to students in an accessible and
intuitive way. In the same Vein, Zhorai [67]] educate children about ML and knowledge representation. For example,
children teach and train Zhorai some facts and Information about animals; and then ask Zhorai some questions to
understand what the capability of Zhorai to understand and what it misses. The LearningML platform [[68 69] also
assists non-technical in learning ML. Users need to add datasets to feed LearningML and train the model. Finally, they
can feed it new data to evaluate LearningML. So, this activity provides users insight into the process of ML and also
encourages them to think and learn about ML.

4.2.4 Feedback

Implicit feedback can be a valuable asset in the learning process. It provides learners with immediate and direct
feedback on their performance, allowing them to adjust their strategies and improve their understanding of the material.
Alexa provides implicit feedback to learners by providing them with an opportunity to practice their pronunciation and
language skills in a conversational setting [70]. Also, by providing immediate feedback on pronunciation accuracy,
Alexa can help learners improve their speaking ability in a shorter amount of time than traditional methods. The Figure
[6]illustrates the different types of implicit learning that can be employed to educate learners without any deliberate
intent to learn. Table ] provides a glimpse into the explicit and implicit learning techniques used in Al assistants and
the domain to which they belong.

5 Implementation Approaches

This section discusses the implementation approaches used to develop technique. To gain further insight into the
implementation process, we analyze the implementation of papers mentioned in Section ] Four main types of
approaches are typically implemented, each with a specific purpose and designed to interact with users in an intelligent
way, as illustrated in Figure[7] The next sections [5.1][5.2]5.3]and [5.4] discuss each of these approaches in details.

5.1 Conversational AI

Conversational Al has grown significantly over the last ten years, which aids humans in interacting virtually with
computers. Conversational Al is known as a "conversational agent" in [46} 65, 671, "task-oriented bots", "task bots" in
short [71]], "bot" in [47]] or in some research called "chatbots" [25. 152,162, [72]]. A chatbot is defined as a user interface
that is created to mimic chats with users online, typically through text or voice interactions [[73]]. Chatbots are designed
to automate conversations and provide more efficient, accurate, and personalized services to users.

5.1.1 Rule-Based Chatbots

The old-school way of building rule-based chatbots was inflexible because chatbots are designed with specific instruc-
tions by following pre-specific rules to address specific inquiries rather than understanding the conversation context
[46].
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Table 4: Summaries Explicit and Implicit Learning in Al Techniques Across Various Domains, Presented in a Grayscale
to Bluescale Spectrum: Commencing with Health, Programming, Cooking, Education, Microsoft (in Grayscale),
Progressing to Cognitive, Skills, Agriculture, AI, and Computer Science (in Bluescale).

Ref. Learning type Brief description of learning types
Explicit | Implicit

[23] v Al asks questions/Patients answer questions

[62] v Advice for senior

[47] v Ask questions/ Providing suggestions/ Medication alert

[65]] v Users ask questions/Answer questions

[24] v Ask questions/Answering questions

[271] v Ask questions/Answering questions/Y/N questions/Advising users/ Warning
messages

[45],[46 v Suggest recipes to users

[25]] v Users ask questions/Answer questions

[26] v Students ask questions/Guidance students by providing answers/Alerting for
deadlines

[52] v Provide feedback/Suggestions to students

28] v Yes/No questions

[541] v Feedback to engineering students.

53] v Feedback to users /Allow users to edit it

[30] v Ask questions/Answer Questions

[139] v Controlling the animation process.

[42],[43 v Modify an parameters/Develop tasks

[41] v Performing activities

[134] v Answer questions/Hint suggestion

[37] v Providing feedback /Performing activities/Warning messages

(581,157 v Providing feedback

[S] v Feedback to users /Allow users to edit it

[29] v Answering questions

[138]] v Performing tasks

[40] v Generate tasks/Solve tasks

[35] v Advise users/ provide feedback/Alert users

[63],164 v Ask questions/Answering questions

[44] v Performing activities

[311],[32 v Answering questions

[66].[67 v Performing activities

[69] v Performing activities

[17],168 v Performing activities

[48],[49 v Providing suggestions

[36] v Gauidence pregnant women/Appointments alert

[56] v Providing feedback

5.1.2 AI Chatbots

In contrast to the chatbot based on rules, an Al chatbot can understand the context by learning from information
gathered; Ong et al. explained this in [[72]; it can be called a "conversational agent" or "Machine learning Chatbot",
which is relay on Al, natural Language Processing and machine Learning.Although rule-based chatbots are inflexible,
the reliability of these rules is one of the benefits of these rules because developers can create and delete rules for the
purpose of editing or fixing errors. Wellnhammer et al. [74]] mentioned that it is better to train systems based on the
rule with massive keywords to ensure the output to users is accurate, However, Al chatbots are more flexible and less
reliable. The reason behind this is that Al chatbots can learn from the mistakes and answers of users in order to reply
accurately, but the tolerance for grammatical mistakes is higher. Chu [45] has combined the rule-based chatbots and
Al chatbots approaches). Table [5|summarises the differences between rule-based chatbots and Al chatbots. Hobert
[52] combined a "chatbot-based system" built with natural language with an "intelligent programming tutor” (a type of
automatic assessment system) could be helpful to provide the proper learning support. This technique could help novice
programmers by answering their questions and guiding them through programming tasks. Pham et al. [34]] implemented
the chatbot, English Practice, on mobile devices and interacted with learners through a window chat.
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Miura et al. [62] implemented a virtual caregiver system using a mobile chatbot to enhance the personalised health care
of elderly people. A text and speech-based chatbot in [65] to guide patients’ behaviour. Polignano et al. [47/] built a
chatbot by Telegram to provide a personalized health service for users, which is a popular messaging platform; the
reason they chose this platform is that Telegram widely used and accessible, and also they did not need to start from
scratch to build the bot.

Table 5: Rule-Based Chatbots vs. AI Chatbots

Rule based chatbots Al chatbots
Predefined rules Learn from information gathered

Reliable Less reliable

Less flexible More flexible

Used in simple scenarios  Used in more complex scenarios

A conversational kitchen assistant for providing users with recipes for cooking; Angara et al. [46] built a chatbot with
IBM Watson technology, and the chatbot developed by Amato and Cozzolino [25] was exploit semantic and natural
language processing techniques. A chatbot is designed for helping farmers such as Momaya et al. [31]] used RASA X to
implement Farmer Chatbot. Rasa X is an open-source tool based on machine learning for automated conversations
based on text or sound [31]]. Jain et al. [32] used IBM’s Watson Conversation service to identify the intent and entity of
the user’s request. Shekhar et al. [26]] implemented the contextual virtual teaching Assistant (CVTA), which requires
the utilization of RASA, an open-source conversational Al platform. This Al chatbot is used to construct a virtual
assistant that is able to communicate with pupils and give them contextual support.

5.2 AI Systems

Intelligent systems have seamlessly woven themselves into our daily lives, becoming an integral part of our routines [[75].
These systems provide learning experiences by leveraging their capacity to assist users in acquiring knowledge. They
encompass a wide range of functionalities, including interactivity, tutoring, teaching, and recommendation systems.

Interactive systems
W
Teaching platforms

[
L MV
= I é . Recommendation
Al assistance
[ / systems
I — =
. lLL 9

User

= a Chatbot

T Systems

Figure 7: Types of Implementation Approaches and User Interactions

5.2.1 An Interactive System

An interactive system refers to a computer system where users can engage with a running program by providing it
with data or instructions using input devices like a keyboard or a mouse [76]. Anderson et al. [29] built an interactive
system," Trigger-Action-Circuits (TAC)", to help users, even those with no prior electronics knowledge, to design and
build circuits. A Prolog expert system (APES) is used to implement Al conversation between patients and the system
[23]].

5.2.2 Tutoring System

Intelligent Tutoring Systems are computerised educational platforms that offer individualised guidance by simulating
and analysing the learning progress and behaviour of each learner [77]],[78]] and [[79]. Koedinger et al. [80] implemented
PAT, which is an intelligent tutoring system created to help students learn and understand algebra. Michaud et al. [53]
used tutoring systems to aid learners. Michaud et al. [53]] developed an intelligent tutoring system to facilitate deaf
students in improving their English literacy skills, particularly writing. Another intelligent tutoring system is provided
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by [57] to provide automated feedback students for learning data analysis. del Vado Virseda et al. [81] developed an
Intelligent tutoring system to teach data structure, while [57]] built an especially tailored system for teaching linked lists.

5.2.3 Teaching Platform

Al teaching systems serve as a platform for learners to take charge of their own learning, providing them with a wide
array of resources and tools. Furthermore, they gather vast amounts of data on how students learn, offering valuable
and continuously evolving dynamic resources that enhance online education [82]]. In Pedagogical visualization, an
Intelligent platform is implemented by using machine Learning for teaching glomerulopathies [41]. Sun et al. [30]
built an online English teaching platform that utilizes artificial intelligence and knowledge recommendation to create a
modern tool for students.

5.2.4 Recommendation System

A Recommender System is a combination of software tools and machine learning methods designed to offer valuable
suggestions for items or services based on a user’s preferences [83]. An intelligent reading system is implemented by
Zhao et al. [40] to apply cognitive intelligence to reading comprehension teaching. Khilji et al. [27] used recommenda-
tions algorithms for recommended recipes. Obeid et al. [S5]] implemented a recommender system to identify students’
interests and skills, and provide personalized advice based on these.

5.3 Al assistance

Konecki et al. [24] proposed an intelligent assistant for helping students who are interested in learning Programming
language. Sermuga Pandian et al. [56] developed Al-based assistance, name MetaMorph, that enables the automated
transfer of low-fidelity sketches to higher-fidelity representations. Al assistance design tools are conducted by [48] and
[49]], providing a cooperative platform for designers to find inspiring images for their projects quickly. An interactive
assistance system has been developed by [28] to aid children in learning numbers. In addition, an intelligent assistance
framework proposed by [36]] has been designed to provide comprehensive support to pregnant women in rural areas.

5.4 Al Tools

Tools refer to a wide range of resources and methods that are essential for the practice of interaction design [84]. In the
context of design practice, tools include items such as sketches, brainstorming techniques, contextual inquiry methods,
physical prototypes, and more. These tools aid designers in their creative and problem-solving processes, and they may
evolve over time as new design methods and technologies emerge [84].

Some researchers have implemented Al tools such as [Sllidentifying security threats and [[7] for identifying privacy and
security threats. A debugging tool is implemented for electronic design assignments in [38]. A web-based tool designed
to explain machine learning classification for beginners without needing technical expertise [66]. Developers have
adopted the Scratch tool to teach students aged 16-18 AI [17]]. Some tools were designed especially for visualizations,
such as [39] for teaching computer security. In an interactive environment, the playful authoring tool was implemented
to help users create experiences [44]. Atilola et al. [54] implemented a sketch recognition tool called "Mechanix". This
tool uses artificial intelligence to detect the shapes and features of a free-body diagram (FBD) sketched into it.

6 Al Techniques for Implementing Intelligent Behaviours

6.1 Understanding the Storage Knowledge and Updating

Over the last twenty years, the growth of the Semantic Web has enabled the emergence of a large selection of structured
data on the internet, presented as knowledge bases [85]. The knowledge base (KB) is defined as a structured database
that includes groups of facts [86]]. Researchers have used different ways to store knowledge. The knowledge base is
stored in text files containing Prolog predicates both Facts and rules [23]]. The KB used is static and only updated in
the "Small talk database"; In case the chatbot does not understand the text entered by the user. Dialogue manager is a
response to provide an appropriate answer to the user by matching the input with KB.

Coding Tutor has three different databases to support students in learning [52]]. The Learning Path Object database is
built to store information related to the progress and performance of learners. Independent Learning Object is used to
store concepts related to homework and activities. A Small Talk Response database can be used if the student’s intent is
not typically related.
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The MySQL database stores elderly answers and questions the system prepared previously for interaction and advice
[62]. Questions is designed as seven main questions which focused on three categories physical, mental and sociality.
MySQL is adopted due to its popularity as an open-source database management system, which provides efficient data
storage and retrieval. It also had the added benefits of scalability, security, and reliability, making it the perfect choice
for the caregiver system.

The spoonacular API|'|is used as an ontology to find recipes for each inquiry [45]. The knowledge base of some recipes
is collected from AllRecipef] website [25]. Also, for the Smart Kitchen, recipes information is collected from the
two websites Spoonacular and FoodEssentialsrﬂ [46]. Similarly, in the recommending recipes based on the ingredients
system, the dataset is provided by the Allrecipes website [27]. The dataset collected in [56] consists of hand-written
sketches.

The AIDA project contains two different conversational agents, each with its own database of questions and answers
[65]. The text-based chatbot has a broad spectrum of information about diabetes, while the voice-based dialogue system
shows recipes compliant with a diabetic patient’s diet. Both databases contain hundreds of questions and answers
related to diabetes care and management. The database in May Al [48] is dynamic. The feedback from the designer is
used to update the probability distribution of each suggestion agent. A cloud database is used in [36] to allow doctors,
gynaecologists, and other social organizations to monitor the cases of pregnant women.

Recommender systems make use of ontologies as the back-end of the system to represent knowledge and simplify
the parsing, reasoning, sharing and reuse of knowledge [55]. This system of organizing data into distinct concepts
with associated attributes and relationships helps to create more precise recommendations for students. The ontology
includes information about higher education, students and employment. The dataset is collected from the Kisan Call
Center (KCC), which is a centralized office used for the purpose of managing and responding large volume of requests
by telephone [31}132].

6.2 Algorithms and Implementation

An Algorithm is defined as, “the thing that gets data processing and other computation done” [87]]. This section
discusses some existing algorithms of papers mentioned in Section 4] The implementation of different approaches in Al
design tools is presented in Table[7} Our taxonomy is summarized in Table [6]

6.2.1 Conversational AI

This section is further divided based on the domain, with different types of algorithms used to implement chatbots:

* Health and Agriculture domain Miura et al. [62] applied to a rule-based virtual caregiver system. The
chatbot asks questions elderly, and then the elderly respond, and then the chatbot makes advice based on
the answers of the elderly. Momaya et al. [31] used RASA X to implement Farmer Chatbot. The chatbot is
developed based on Al and ML techniques.

* Cooking domain Chu [45] Used Google Dialogflow to implement the chatbot. Dialogflow is a conversational
tool developed by Google with the aim assists software developers in designing chatbots and integrating them
into their applications, such as mobile phones or websites [45]]. Dialogflow helps developers by allowing them
to predefined matching intents by natural language processing and use machine learning to identify patterns
(88l
Similarly, Alloatti et al. [65] provided the Artificial Intelligence Diabetes Assistant (AIDA), which consists of
two chatbots, a text-based one for providing diabetic patients with information about diabetes, and a voice-
based one for providing patients with recipes compliant with their diet. The architecture of the implementation
of AIDA Chatbot is composed of different components; the backend includes Natural Language Understanding
(NLU) to interpret user input, Natural Language Generation (NLG) and a Dialogue Manager to ensure
appropriate responses to specific queries. Additionally, it uses both a Machine Learning and a Rule-Based
engine to generate different questions that extend the language model; providing the neural model with data
will further enrich each output with different questions. The aim of this is to provide diabetic patients with a
comprehensive Al assistant to aid them in managing their condition.

The system is designed in [25] as a user enters the ingredients and, based on python implementation and a
machine learning algorithm. Upon entering ingredients, the system provides a recipe as its response. Using

Lhttps://spoonacular.com/food-api
2 hitps:/fwww.allrecipes.com/
3 http://developer.foodessentials.com/
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the IBM Watson platform by Angara et al. [46]] to build a conversational kitchen assistant named "foodie
fooderson", it allows users to ask by tapping text or voice and retrieves information from a database.

* Education domain The chatbot in [52] is implemented based on natural language processing, which incorpo-
rates natural language understanding to generate input to the dialogue manager and knowledge base (KB) if
the user’s intent is matched with the words stored in the database. Additionally, natural language generation
is used to show a response to the user accurately. An intelligent personal assistant [34] was implemented
on mobile devices, allowing users to interact through a chat window. The chatbot is implemented using the
Dialogflow platform for natural language processing and acquiring input from the user. Shekhar et al. [26]]
used Rasa to implement the virtual teaching assistant (VTA). RASA is free and open-source for creating virtual
assistant (Al) software [26]]. A machine algorithm was applied to build Rasa, and the NLU model was used
and able to understand the intent of the student’s input. The interaction between students and the system is
based on messages, and RASA core interprets these messages.

6.2.2 Systems

The AI Doctor system [23] is designed based on facts and rules and implemented with the help of recursive rules; that
is, the system checks each fact in its KB against the user’s query and, if a match is found, the inference engine presents
the appropriate advice or output. If no match is found, the process of checking facts against the query is repeated until
the desired answer is found by traversing the decision tree. This system offers the convenience of being able to build
the system without requiring programming skills, which is one of its most beneficial features.

Khilji et al. [27] developed a system that combines a rule-based technique and machine learning to classify questions
and extract answers based on recommended recipes. The dataset is searched using the keywords retrieved from the
questions users ask, and three algorithms are used in the system: a Question Classification (QC) algorithm for training
the model; a Recipe Recommendation algorithm that extracts keywords from the question and returns the recipe
recommendation; and an Answers Extraction algorithm that takes questions based on types and tags and returns the
recipe.

Obeid et al. [S5] proposed that integrating an ontology-based recommender system with machine learning could help
alumni students choose their major after high school by collecting data when students fill out their profiles, as well as
data from a survey that helps students become aware of their interests. Machine learning algorithms, such as K-mode,
self-organizing map and hierarchical clustering, are then used to filter and cluster the collected data before it is used to
generate the recommendations.

By leveraging the intelligent reading assistant system proposed in [40], educators can upload text articles which are
automatically converted into a knowledge graph by the system. Furthermore, two methods are employed for generating
test questions: one based on the knowledge graph and the other one utilizing Recurrent Neural Networks (RNNs)
for text generation. Such approaches allow learners to develop their cognitive abilities in reading and answering test
questions accurately. Additionally, the system can generate reports based on individual learner profiles, thus providing
personalized learning paths for improvement.

Trigger Action Circuits is a powerful software application that runs on a computer and is implemented using the C#
programming language [29]. It defines components using an XML file and allows users to easily create and modify
them. Furthermore, the implementation uses a breadth-first, recursive, dependency resolution algorithm to generate
circuits that satisfy the mapping. This algorithm looks for possible solutions for each component and keeps track of
components that have been used or are available. Sun et al. [30] leveraged Al techniques such as decision tree algorithm
and neural networks to design a platform for teaching English.

Researchers in [41] have used the J48 algorithm to implement the SmartPathK platform. The algorithm, which is part
of the machine learning family, enables a computer to model a decision tree, making it possible to make decisions
based on certain conditions. The accuracy of the tool was tested and found to have an 89.47% accuracy when using the
machine learning algorithms based on the decision tree. Data entered by a user is stored in the decision tree algorithm,
and the knowledge base created by the J48 algorithm is not static, as it can be updated with new data. This allows for
more accurate decision-making based on specific conditions. The J48 algorithm was validated by testing its accuracy in
identifying glomerulopathies.

The implementation of the Intelligent Tutoring System [57] was enhanced by utilizing machine learning approaches in
order to create an effective model based on the past experiences of a student engaging with the system. The procedural
knowledge model was built to automatically generate a useful model from the student’s previous interactions with the
system. This model is represented by a directed graph having two types of vertices - states and actions. States signify a
snapshot of the system, while the actions depict the probabilities of a student taking a certain action. This model is used
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to assess the student’s uncertainty, and the graph is traversed to estimate the probability of the student reaching a correct
solution.

6.2.3 Tools

Researchers implemented two algorithms, K-Means and an Artificial Neural Network logic gate, which were coded into
a Scratch template as detailed in [17]. This template is designed with empty blocks, which users need to fill to execute
the algorithms. For the K-Means algorithm, students need to complete the specification of a block called KMeans
in order to calculate the distance from each of the N points to K mass centres and allocate each point to the nearest
mass centre. An Artificial Neural Network logic gate implements the algorithm; the students must code the equation to
update the weight of the network, with the equation for another weight already provided in the Scratch file. After the
code is completed, students can train the neuron and observe the evolution of weights and output errors.

Researchers implemented Mechanix, an intuitive, natural sketch interface, to aid engineering students in learning truss
analysis and diagrams [54]. This tool allows students to draw trusses and diagrams more intuitively with a pen-like
interface. The interface also provides feedback to the student on the correctness of their diagrams, with colour-coding
and arrows to highlight errors and provide information to aid the user in understanding and correcting them. To identify
truss shapes from multiple line shapes, researchers used a graph-building algorithm. Furthermore, Al algorithms were
also utilized to recognize and compare trusses. The system has a built-in voice recognition module that converts a user’s
sound into text [[63]]. A Natural Language Understanding (NLU) module then analyzes the text. A keyword matching
module is used to recognize, respond and adapt to different scenarios depending on the words used by the learner. To
store and analyze data, the learning system is developed by Amazon Web Services (AWS) lambda functions, which
store data in Amazon S3. Additionally, Amazon Comprehend is used to further analyze the data and extract meaningful
insights.

6.2.4 Al assistants

Sermuga Pandian et al. [56] used a supervised deep-learning model to create MetaMorp, which enables the model to
learn to identify and classify collected dataset, and to generate high-level sketches with better accuracy. ImageSense[49]
is implemented as a web application; The user interface is designed utilizing common web-based technologies such as
HTML, CSS, and JavaScript, and the back end is implemented by Python framework and database. Google Vision
object recognition and semantic labelling API were used to retrieve the semantic label of images. When a designer
adds a new image to the board, the Google Vision object recognition and semantic labelling API is used to retrieve the
semantic labels of the image and attach the top ten labels to the image. Moreover, the MMCQ algorithm is exploited to
analyze each image for its ten major colours.

May Al [48]] uses the Cooperative Contextual Bandits (CCB) algorithm, a machine learning framework, to offer or
suggest pictures or text that are relevant to the domain. The algorithm uses data from users to make decisions based on
expected probabilities for each option. To provide better suggestions for users, the agent can either exploit its current
suggestion if it provides the highest probability or explore other options by referring to another agent if that has a higher
probability. The algorithm is used in Smart Care [36] to generate personalized dietary guidelines for expecting mothers
based on their personal information and situation. It will also provide the ability to track the mother’s health condition
by comparing it to normal ranges, generating reports, and providing feedback for doctor visits.

Table 6: Summarized Taxonomy used in Table Starting from the Second Column as the First Column is Already
Included in Table

Taxonomy Description
2 Knowledge store Database (DB), Knowledge base (KB), Dataset (DS), Text files (TF), Folder (FO)
3 Knowledge update Static (S), Dynamic (D)
4 Entering input Patients (P), Users (U), Learners (L), Novice Programmers (NP), Elderly People

(EP), Security Developers (SD), Instructors (I), Children (CH), Designer (D),
Pregnant Women (PW)

5 Algorithms or methods Decision tree algorithm (DTA), Machine Larning (ML),Generate guidelines and
Monitor health (GG and MH), Natural Language Algorithm (NLA), Recommen-
dation Algorithm (RA), Deep Neural Networks (DNNs), Modified Median Cut
Quantization(MMCQ), Cooperative contextual bandits (CCB), Image recogni-
tion (IR), Breadth first search(BFS), Dependency resolution algorithm (DRA),
Supervised machine learning (SML), Neural network (NN), Graph-building al-
gorithm(GBA), Recognition and Translation Algorithm (RATA), Clustering(CL),
Recognizing Truss (RTruss), Recursive (Rec), Lambda (LAM)

6 Types of interaction Written (W), Spoken (S), Action (A), Visualization (V)
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Table 7: Implementation of Different Approaches in Al Techniques
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MetaMorph DS — D DNNs A%
ImageSense DB — D NLA, MMCQ W,V

May Al DB D U CCB \
iList [57] — D U ML A\VAY%
Smart Care DB D PW GG, MH W,V

Assistance System [28] DB D CH R A%

Al Doctor TF S P DTA w

Coding Tutor [52]] DB D NP — w

Caregiver system [62] DB S EP — W
Foodie Fooderson DB D U — W,S
AIDA [65] KB S — WA

HealthAssistantBot [47] DB S — w

Alexa for E-learning[63] — — U LAM, NLA S
Microsoft Threat Modelling Tool [51, OWASP [7]] — — SD STRIDE \VAY%

C’Meal[23] FO S U ML w
Recipe Bot S U ML W,S

An Intelligent Reading Assistant System DB — L RA W

Intelligent English Teaching Platform NN — ILL DTA, NN W

The Toastboard [38]] — — U — A

Teachable Machine — — U ML \Y%
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Table 7: Continued
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Zhorai [67] — CH — W,V
A Scratch-based Artificial Intelligence tutorial [17] — — L CL, NN v
Smartpathk [41] — D LL SML, J48 w,v
Chatbot [34] — — L — w
An Intelligent Assistant [24] — — L — w
Visualization Tools [39] — — L — \VA%
VTK [43] — — L — w,v
Playful Authoring Tools [44] — — 18] — W,V.,S
Mental Vision [42] — — L — \\AY
Intelligent Tutoring [80] — — L — \\AY
Mechanix [54] — — L GBA, RTruss W,V
Krushi [31] KCC — U Rasa X W,V
Trigger-action-circuits [29] DB — U BFS, Rec, DRA A
CVTA [26] — — L ML w
HeyTeddy [35] — D NP — W,S,A
ThinkInk[37] — — 18] RATA 'A%

6.3 Evaluation

In this section, we will thoroughly examine the evaluation methods used by each paper to evaluate the Al techniques,
with a specific focus on the question "How do they evaluate?", as indicated in Table[0] most papers utilised experimental
evaluation. Furthermore, various approaches were used for data collection across chatbots, Al systems, Al tools, and Al
assistants. This table also discusses the specific metrics targeted by each paper during their evaluation, either derived
from user feedback or the techniques themselves. Some papers did not undergo evaluation, citing reasons such as being
in a developmental stage such as [[23] or serving as conceptual or introductory pieces. Certain papers outlined the design
and functionality of the AI technique without delving into empirical evaluation [45]]. In Table[8] we categorized the
Al techniques to analyse the implementation of experimental evaluation. Our analysis indicates that a majority of Al
techniques incorporated both quantitative and qualitative methods.

Table 8: Methods Classified by Utilized Methodology Classification of Al Techniques Based on Employed Methodology,
including Qualitative, Quantitative, and Mixed Approaches

\ Chatbot | System | Tools | Al assistance
Qualitative | | | 124).1641
Quantitative | 310 | 571 | (671 \
Mixed ‘ 1621, [471, [341, [35] ‘ 1521,1291,[132] ‘ 1381, 1391, 117,154, [37] ‘ 561,148,169

6.3.1 Challenges and Limitations in AI Techniques

* Challenges in Engagement and User Interaction Challenges in engagement and user interaction present a
common thread in several Al techniques, revealing underlying difficulties faced by users across various systems
and applications. For example, some elderly participants in [62] discontinued services due to challenges
related to operation and limited smartphone use, coupled with health issues that impacted their ability to
engage with chatbot questions. This resonates with the chatbot [34]], where users expressed limitations and
dissatisfaction with a chatbot’s responses, further demonstrating how complex or unintuitive interaction design
can hinder user engagement. In [48]], some users found it challenging to understand AI’s suggestions in the
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Table 9: Evaluation of AT Approaches: Chatbots denoted by white background, Al systems by blue, Al Tools by green,

and Al assistants by grey. Dash (-) signifies studies without findings
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Ref. Eval. types Data collection methods
Exp | Theo

Participants

Metrics/Measures

162]
165]
47
[46]
134]
[45]
1331
126]
131]

125]
571

153]
152]

153]
127]

[40]
129]

41l

1631
180]
138]
1671

1391

1L7]
166]
154]
[42]
B37
[43]
1431

1231

v

Interviews and question-
naires

Questionnaires

Sessions with participants
and Interviews

Web scraping

Tests for Learning Assess-
ment, surveys, student ac-
tions record
Demonstrations, self assess-
ments, programming tasks,
questionnaires, written feed-
back

Complete a task: building
a circuit using an Arduino
with specific time

Interviews and observations
Pilot Study and user study

A combination of pre-tests,
post-tests, anonymous ques-
tionnaires, and surveys
Questiners and open ques-
tions

Assessment and  focus
group

Likert-scale questionnaire

Standardized measurements
and semi-structured inter-
views

Assessing children’s
progress in learning num-
bers

8 elderly and 19
younger

102 participants

14,000 people
10 users

between 214 and
219 students

40 students

3 participants

12 participants

15 learners

7 participants
14 children

15 students
37 students

70-100 students (reg-
ular), 30-40
(honors).

45 students

16 professional de-
signers

Group of six chil-
dren

Responsiveness and continuity, mental state
data and quality in use, effectiveness, effi-
ciency, usefulness, comfort, and flexibility.
Accuracy testing(Algorithm) and user evalua-
tion satisfaction and the ease of interaction.

User-chatbot interaction and usability.

Time, debugging issues and users’ confidence

Accuracy
Learning, satisfaction, and problem-solving
behavior

Usability, effectiveness, efficiency, and accep-
tance among its intended users.

Efficiency of the proposed method and the per-
formance of the system.

Reading ability

Usability, time and efficient of the system

The accuracy of the model generated, the com-
prehensive ability of the extracted knowledge,
the learning time

The improvement in the learners’ interviewing
skills after using the application.

The effective engagement of Zhorai and the
children’s understanding

The usability and effectiveness of tools in var-
ious computer network and information secu-
rity courses.

Understanding of Al

The effectiveness of Mechanix

Interactivity, design, playfulness, ease of use,
usefulness, and intention to use.

The effectiveness and impact of an Al tool on
the creative design.

The progress and performance of children in
learning numbers.
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Table 9: Continued

Ref. Eval. types Data collection methods Participants Metrics/Measures
Exp | Theo

24] v Questionnaire 68 students Students’ programming motivation, intelli-
gent assistant’s impact on time investment, as-
sistant’s information retrieval efficiency, per-
ceived usefulness of assistant, Preference for
the method, and improved programming un-
derstanding.

1361 s = = = =

1691 v Multiple-choice questions 494 children knowledge improvement, perception of Learn-
and pen questions ing ML, and changes in the perception of Al

[64] v Assessing task outcomes, | 63 participants Assess whether the Al tutor can improve
collaboration quality and task outcomes and collaboration quality com-
analysing video recordings pared to human tutors in collaborative problem-

solving settings.

design process, and concerns were raised about how Al could lead to laziness in design thinking. Even in
educational settings, as seen in Al assistance [64], challenges adapting to and effectively utilizing tutoring
systems were reported, indicating that these barriers are not confined to one area of technology but extend
across various domains. These examples collectively illustrate a recurring challenge in designing interfaces
and systems that are both user-friendly and capable of meeting diverse user needs and expectations, reflecting
a fundamental concern in the field of human-computer interaction.

Limitations in Technology and Models Several Al techniques exhibit a consistent pattern of technological
limitations and model constraints, highlighting widespread difficulties in accurately and effectively applying
different systems. In [47]], challenges emerge with the underperformance of the MLP model and difficulties in
making definitive conclusions due to statistical and algorithmic constraints. These include the interchange-
ability of algorithms, a decrease in performance with more ensemble models, and difficulties with complex
and vague conditions like bipolarism and PTSD. The study in [35] further compounds these limitations by
identifying issues in handling complex prototypes, lack of multi-user support, and challenges in integrating
new features. Meanwhile, [31] points to non-compliance with local languages and ineffective sound interaction,
signaling a need for retraining and highlighting underlying inadequacies in current systems. In [52]], the diverse
programming experience among users, the need for software improvements, and server capacity limitations
reflect struggles with adaptability and responsiveness. [29] reveals further challenges in optimization, limited
support for higher-level software constructs, and difficulties in supporting circuits without a microcontroller,
with a focus only on novice users. Finally, [38]] illustrates constraints in handling complex circuit debugging
scenarios, including a limited ability to capture rapidly changing values and analyze embedded software
behavior, indicating a need for new solutions. Together, these examples paint a picture of a technological
landscape where models, tools, and systems often fall short in handling complexity, adaptability, and specificity.
This impacts not only efficiency and accuracy but also challenges our ability to create universally relevant and
robust technologies.

Challenges in Education and Learning Tools The recurring theme across the references pertains to the
challenges and limitations faced in educational technology and research methodologies. Reference6 emphasizes
the dissatisfaction with repetitive feedback in a specific version of iList, linking with the overall theme of user
experience and feedback. References 11, 12, 13, 15, and 19 share a common concern regarding small sample
sizes, limiting the strength and generalizability of conclusions, and pointing to the need for more extensive
research and controlled interaction. This reflects a broader challenge in educational research, as mentioned in
reference20, where adaptation to new tools like the SPA tutor might present limitations compared to human
interaction. Referencel8 touches on user experience again, this time focusing on the unique challenges faced
by young children in terms of technical complexity and cognitive load. The common thread that runs through
these references is the complex interplay between technology, user experience, and research methodology,
illustrating the multifaceted challenges in creating and evaluating effective educational tools and experiences.

Challenges in AI Education and Learning Techniques The study [57] emphasizes dissatisfaction with
repetitive feedback in a specific version of iList, linking it with the overall theme of user experience and
feedback. References [67], [39], [L7], [37]], and [69] share a common concern regarding small sample sizes,
limiting the strength and generalisability of conclusions, and point to the need for more extensive research and
controlled interaction. This reflects a broader challenge in educational research, as mentioned in [64]], where
adaptation to new tools like the SPA tutor may present limitations compared to human interaction. Researchers
in [28] touch on user experience again, this time focusing on the unique challenges faced by young children
in terms of technical complexity and cognitive load. The common thread that runs through these references
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is the complex interplay between technology, user experience, and research methodology, illustrating the
multifaceted challenges in creating and evaluating effective educational tools and experiences.

* Limited Sample Size Affecting Conclusions: challenges in some sources, which limits the strength of the
claim regarding the effectiveness of Zhorai [67]]. The study involving Zhorai also highlights the need for future
research to compare the conversational agent interface with other interfaces, such as a text-based interface, and
mentions that controlled interaction, including limited knowledge of ecosystems, was necessary but could
affect the experience. The results of student questionnaires and educational visualization tools are promising
in[39], but limited sample sizes and one-time workshops make it challenging to draw definitive conclusions,
emphasizing the need for more extensive studies, sophisticated materials, and alternative programming
languages [17]]. Additionally, limited availability, potential bias in selection, and curriculum changes present
challenges in evaluation [54]. Individual biases and interpretations, the time-consuming nature of data
collection, and the possibility of socially desirable answers instead of true feelings reveal inherent complexities
in methodology [37]. The reduction in sample size, potential influence of prior knowledge, and gender
disparities in STEM also may affect the generalizability of findings [37]]. Finally, the challenges for users, such
as adapting to new tools and methodologies, encapsulate the multifaceted nature of these challenges [64].

» User Dissatisfaction and Experience Challenges: Some elderly users faced difficulties in operating and
engaging with a chatbot [62]], while other users were dissatisfied with app functions and chatbot interactions
[134]], illustrating the critical need for user-centric design. Feedback issues caused dissatisfaction among
students, with one version being viewed as more repetitive and misleading than others [57], emphasizing the
importance of clear, varied feedback. Users also struggled with understanding an Al system’s suggestions,
leading to concerns about its complexity and relevance [48]]. The challenges with adapting to an automated
tutor, compared to a human tutor [64]], demonstrate potential limitations in technology’s ability to mimic
human-like understanding and responsiveness. Together, these ideas underscore the importance of aligning
technological systems with user expectations and needs, and investing in iterative design and user support to
enhance satisfaction and experience.

* Complexity and Difficulties in Understanding Systems: The ideas highlighted underscore a prevalent theme
of complexity and difficulties in understanding various systems, models, or technologies across different
contexts. Challenges range from elderly participants struggling with technology operation [62], to intricate
challenges in medical modeling [47]], design limitations in handling prototypes [35], language processing issues
[31], debugging difficulties [29], and complexities in circuit debugging [38]. Learning curve and technical
limitations in the evaluation process [56]], user understanding of Al-driven processes [48], and technical
complexity for children’s interaction [28]] further emphasize the multifaceted nature of these challenges.
Whether in medical contexts, user interface design, age-appropriate system design, or technology evaluation,
these complexities underline the need for a user-centric and context-aware approach. They highlight how
intricate details, lack of user-friendly design, and inherent complexities can lead to implementation challenges,
underscoring the importance of multifaceted solutions that consider users’ needs, technical capabilities, and
the specific context in which the system operates.

6.4 Types of Interactions Users

In order for users to interact with Al techniques, the interaction can be divided into four types: text, voice, visualization,
and action. This allows users to access the machine and receive accurate responses to their queries.

6.4.1 Interaction Based on Writing

Interaction based on text is a form of communication between end user and an Al system, where the user interacts with
the Al system through written text. This form of communication makes it possible for users to interact with Al systems
in real-time, allowing for more natural and effective conversations. Interaction Based on Text can be used to help users
receive information, request services, give feedback, and more. In addition, this type of communication can also be
used to help Al systems learn and improve their understanding of the user’s needs.

6.4.2 Interaction based on Visulization

The use of visualization in the interaction between users and Al tools has numerous benefits. Visualization helps to
quickly convey complex information to users in an easier to understand. Additionally, visualization can also help to
better identify potential issues, allowing users to make informed decisions more quickly. For example, as mentioned
earlier in Section when discussing Microsoft’s threat model and Threat Dragon [3} [7]]. Also, visualization of the
output helps to speed up the process of understanding and decision-making, allowing users to understand the output of
Al tools quickly and accurately. An evaluation of the effectiveness of Zhorai was conducted with 14 children in small

20



A PREPRINT - NOVEMBER 3, 2023

Table 10: Interaction Types (Text, Sound, Action, and Visualizations) in Academic Research Papers

Interaction Types Number of papers

Writen 47%
Spoken 10%
Action 11%
Visualization 32%

groups [67]], which revealed an increase in engagement during learning due to the conversational aspect. Utilizing a
combination of conversation and visuals was successful in educating kids on the fundamentals of machine learning. The
use of visualization in the interaction between users and Al tools can help to reduce cognitive overload and improve the
user experience, making the interaction more enjoyable and efficient.

6.4.3 Interaction Based on Voice

Learning from Al technology is not limited to text-based interactions or visualisations; rather, it has been further
augmented to include voice interactions to meet the needs of users. Terzopoulos and Satratzemi [[89] mentioned some
intriguing features of voice assistants. The most used activities include: responding to questions posed by users,
streaming music from online services, creating alarms and timers, playing games, making calls or sending messages,
completing purchases, and supplying weather. Researchers [35] mentioned that using voice-over typing in conversational
interfaces has more advantages than typing—such as making programming easier for novices programming. Some
studies such as 35163} 64] have used Alexa as a visual assistant. To access Alexa, an Amazon Echo Dot device is used
to handle the voice and then convert the voice input to text [35]], and Dizon [70] used intelligent personal assistants
(Alexa) to educate English.

6.4.4 Interaction Based on Action

By actually performing tasks and seeing the results in real-time execution, users can observe how Al can help them
solve problems more quickly and efficiently. Additionally, the ability to test out different scenarios and observe the
results can provide valuable insight into how Al techniques can be used to improve existing processes and create new
ones. As noted in Section[d] beginners programmer can learn by building and assembling circuits, as evidenced by the
works of Anderson et al. [29], Kim et al. [35], Drew et al. [38]].

To summarise, The majority of interactions between users and Al techniques are based on written at 47%. Visualization
accounts for 32%, while action and spoken interactions make up 11%, and 10%, respectively, as shown in Table[E}
However, we cannot generalise this result as a fact because this is based on and restricted to the literature review.
Furthermore, some papers combine different types of interaction, while some papers only include one type for their

purpose.

7 RESEARCH CHALLENGES AND DIRECTIONS

Al techniques are gaining increasing prominence across various domains, offering explicit or implicit learning capa-
bilities through the teaching process. However, teaching privacy by design remains a formidable challenge. In this
literature review, we identify several research challenges and propose directions for the development of a technique that
effectively teaches privacy and laws to novice software engineers.

7.1 Lack of Techniques for Educating about Privacy and Laws

Previous research has introduced numerous Al techniques, such as machine learning algorithms and natural language
processing, to enhance the knowledge of beginners and enable users to develop expertise in specific domains like
healthcare, education, and cooking. While some tools, such as the Microsoft threat modeling tool and Threat Dragon,
have proven valuable for identifying threats during system development, they are not designed to assist novice developers
or serve as educational aids for designing Internet of things applications. Furthermore, IoT applications often involve
the collection and analysis of personal data, which is frequently sensitive. Consequently, data privacy laws exist
to safeguard this information. The main issue identified here is that non-functional requirements, like privacy, are
frequently overlooked due to the inherent complexity of IoT applications. It has been proven that PbD is beneficial
for introducing privacy at an early stage in the design development life cycle, thus minimizing privacy issues and
threats [90][4]. However, novice software developers often find it challenging to incorporate privacy into their designs.
Therefore, they need to be educated about privacy, either implicitly or explicitly, using techniques that can facilitate
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this. [4],[90]. Novice software developers find it difficult to apply privacy into their designs. Therefore, they need be
educated about privacy either implicitly or explicitly which Al techniques could help to do so.

While some studies, such as the one conducted by Vaidya et al. [91]], propose innovative approaches to teaching privacy
alongside traditional methods, our focus is on leveraging the PbD approach. This approach encompasses various
elements, including privacy principles, guidelines, strategies, goals, and patterns. By implementing practical use cases
using our techniques, novices can gain a better understanding of PbD and privacy laws.

7.2 The Need for an Intelligent Technique

In recent years, there has been a discernible and noteworthy trend cutting across various fields: the increasingly pervasive
integration of Al techniques into the development of intelligent software systems, as highlighted by Rodrigues [92].
Notably, key domains such as Audio Processing, Natural Language Processing, Information Retrieval, and Computer
Vision have borne witness to substantial advancements that stand poised to fundamentally transform our interactions
with machines [92].

However, developing an intelligent technique capable of effectively capturing user-manipulated data during the design
process and furnishing pertinent insights concerning potential application threats remains a formidable challenge.
Our overarching vision is to engineer an intelligent technique that can guide for novices in the realm of PbD, while
also possessing a host of intelligent features, as delineated in this comprehensive literature review. These features
encompass real-time feedback, interactive question-answering capabilities, and adaptability to a multitude of scenarios.
The development of such an Al-mediated technique may hold the potential to greatly expedite the learning curve for
fledgling software engineers.

7.3 The Need for Effective Teaching Strategies

In order to effectively educate novice software engineers about privacy by design, it is crucial to develop a teaching
technique that employs effective strategies. These strategies should be customized to the engineers’ level of understand-
ing, prior knowledge, and interests. Furthermore, they should be designed to ensure user engagement and motivation for
learning. Interactive approaches, such as highlighting privacy threats and proposing corresponding privacy-preserving
measures in specific contexts, can significantly enhance the learning experience. Additionally, the technique should
provide immediate feedback to users by listing all identified threats along with proposed suggestions.

To further enhance the learning process, the application of Bloom’s taxonomy [93]] can be invaluable. It assists in
creating a learning framework that may help novices remember, understand, and apply privacy principles and laws
in their design applications. Some studies have already successfully applied Bloom’s taxonomy in computer science
education [94] and in software engineering education [95], [96].

7.4 The Need for Focusing on Education for Novice Software Engineers

Novice software engineers are individuals new to the field, either as students or recent entrants into the professional
sphere. It is crucial to enhance their knowledge about privacy because, even for experienced software engineers, the
concept remains vague [4]. By concentrating on novice software engineers, the primary objective is to facilitate their
early acquisition of knowledge in preventing potential privacy risks, as opposed to the necessity of addressing the
repercussions of privacy violations post-application launch. Violating data privacy laws such as the GDPR [97] could
result in severe fines or penalties, underlining the importance of early and effective privacy education.

Perry and Roda [98]] provided a curriculum specifically designed for teaching non-technical audiences about privacy by
design. This includes introducing them to concepts such as data protection, understanding how to use privacy by design,
and emphasizing the importance of building privacy into products. Also, they encouraged discussion among students
in order to foster critical thinking skills related to security and privacy topics. This involved having students discuss
their own experiences with data protection or discussing the implications of different types of technology on our lives.
Conrad [99] provided the NIST privacy framework to educate APP developers on the most effective way to put Privacy
by Design into practice. However, there are no techniques aimed and focused on helping beginner software engineers to
understand privacy during the design of IoT applications.

Our focus squarely rests on educating novice software engineers, those fresh to the software engineering domain,
including recent graduates and newcomers. These engineers typically lack the experience and depth of understanding
possessed by their more seasoned counterparts. Therefore, they require comprehensive guidance and support to navigate
the complexities of integrating privacy considerations early in the software development lifecycle

22



A PREPRINT - NOVEMBER 3, 2023

8 CONCLUSIONS

This survey has discussed some design tools and characteristics in the previously existing literature. In addition, This
paper proposed a taxonomy for Al techniques in learning and how users interact with systems to increase their awareness.
The learning is divided into two types explicit and implicit. It is evident that users gain benefits and enhance their
knowledge implicitly or explicitly when using Al techniques. Furthermore, the implementation of these Al assistant
techniques has been discussed. Although most Al assistant techniques can help users learn implicitly or explicitly
by performing tasks with these tools, some techniques lack detailed information about algorithms or how to update
their knowledge. Additionally, this survey has elucidated how prior studies evaluate Al techniques and has unveiled
challenges encountered during the evaluation process. The study has also brought attention to potential research hurdles,
proposing solutions that warrant consideration in the future.
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