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Internet of Things (IoT) applications have the potential to derive sensitive information about individuals.
Therefore, developers must exercise due diligence to make sure that data are managed according to the privacy
regulations and data protection laws. However, doing so can be a difficult and challenging task. Recent research
has revealed that developers typically face difficulties when complying with regulations. One key reason is
that, at times, regulations are vague, and could be challenging to extract and enact such legal requirements. In
this paper, we have conducted a systematic analysis of the privacy and data protection laws that are used across
different continents, namely: (i) General Data Protection Regulations (GDPR), (ii) the Personal Information
Protection and Electronic Documents Act (PIPEDA), (iii) the California Consumer Privacy Act (CCPA), (iv)
Australian Privacy Principles (APPs), and (v) New Zealand’s Privacy Act 1993. Then, we used framework
analysis method to attain a comprehensive view of different privacy and data protection laws and highlighted
the disparities, in order to assist developers in adhering to the regulations across different regions, along with
creating a Combined Privacy Law Framework (CPLF). After that, the key principles and individuals’ rights of
the CPLF were mapped with Privacy by Design (PbD) schemes (e.g., privacy principles, strategies, guidelines,
and patterns) developed previously by different researchers in order to investigate the gaps in existing schemes.
Subsequently, we have demonstrated how to apply and map privacy patterns into IoT architectures at the
design stage, and have also highlighted the complexity of doing such mapping. Finally, we have identified
the major challenges that should be addressed and potential research directions in order to take the burden
off software developers when applying privacy-preserving techniques that comply with privacy and data
protection laws. We have released a companion technical report [3] that comprises all definitions, detailed
steps on how we developed the CPLF, and detailed mappings between CPLF, and PbD schemes.
CCS Concepts: • Human-centered computing → Ubiquitous and mobile computing; • Security and
privacy→ Human and societal aspects of security and privacy.
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1 INTRODUCTION
Due to the potential of Internet of Things (IoT) applications to derive sensitive information about
individuals [49], developers1 must exercise due diligence so that users’ privacy is protected in
accordance with the regulations of privacy and data protection laws. However, doing so can be a
difficult and challenging task. Recent research has revealed that developers typically face difficulties
when complying with regulations when they are vague, and where it is difficult to extract and
enact such legal requirements [6]. It is essential to note that developers often do not put privacy
first [2, 7, 31], as well as having a lack of understanding of the necessity of putting it in place for
data privacy and protection purposes [22]. There is, moreover, a lack of practical guidance that
considers the technical domain for developers to build a-privacy-aware IoT application [29].

Building an IoT application is a complex process compared to desktop, mobile, or web applications
[14]. This is due to the IoT containing various physical objects or nodes of different computing,
sensing, and actuation capabilities, along with being able to communicate between each other
and other systems in order to gather and exchange data [49]. The heterogeneous nature of IoT
necessitates that both software and hardware should work together, for example sensors and actua-
tors, across a variety of nodes, including mobile phones and cloud platforms, due to them having
varying capabilities depending on different conditions [48]. The complexity of IoT architecture
results in a lack of integrated development stacks, with different software engineering specialists
collaborating to support end-to-end IoT applications [47].
Privacy concerns are not always properly considered due to engineering complexities, even

though there may be isolated solutions [65, 67] for software processes during the design and
development of IoT applications. In addition, studies have revealed that developers with various
backgrounds tend to lack the skills to effectively implement privacy management [8, 63], and the
difficulties around complying with regulations are likely to increase in the future [7]. Even though
guidelines are available, they usually focus on legal aspects, and not technical requirements, leaving
them disconnected from the environment that developers work in, as well as the tools they use to
build applications. Thus, developers face the problem of relating the guidance provided to actual
technical considerations, such as ensuring a specific design or its implementation properly meets
privacy requirements.
Privacy by Design (PbD) [27] is a fairly new system that works to embed privacy practice

more deeply and effectively into the development process [30, 59]. REGULATION (EU) 2016/679
General Data Protection Regulation (GDPR) [1] confirms the importance of this and is applicable
to all systems that manage personal data processing - a common feature of IoT applications. The
contribution of this paper is as follows:

• An analysis of various privacy and data protection laws, which are: General Data Protection
Regulations (GDPR), the Personal Information Protection and Electronic Documents Act
(PIPEDA), California Consumer Privacy Act (CCPA), Australian Privacy Principles (APPs), and
New Zealand’s Privacy Act 1993, through the framework analysis method [60] used to attain a
comprehensive view of various privacy and data protection laws and highlight the disparities.
This will assist developers in adhering to the regulations across different regions. Subsequently,
a Combined Privacy Law Framework (CPLF) was createdwhichwas then used for the following
tasks (CPLF is presented in Section 4 and the detailed results are presented in the Technical
Report [3]). The reason we created CPLF is that we noticed most of the well known
Privacy and Data Protection Laws are based on very similar principles and rights.
Therefore, instead of analysing each privacy and data protection law framework
separately, we combined all the privacy and data protection law frameworks into

1In this paper, the terms software developers, developers, or software engineers are used interchangeability.
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a single Combined Privacy Law Framework (CPLF). By doing so, we eliminated the
duplication of analysis and clarity.

• The key principles and individuals’ right of the CPLF were mapped with the well-known
Privacy by Design (PbD) schemes (e.g., privacy principles, strategies, guidelines, and patterns)
developed by different researchers in the past in order to investigate the gaps in existing
schemes.

• Furthermore, we provide an insight into how to apply privacy patterns to the IoT architecture
during the software design phase. Several different case scenarios were used to demonstrate
how developers could use privacy patterns to comply with privacy and data protection laws.
Finally, the research challenges and opportunities were also identified.

Paper Structure.The paper contains nine sections and is structured as follows: Section 1 presents
the introduction, contributions, and paper structure. Section 2 gives an overview of privacy and
data protection laws. Section 3 presents the analysis process for the privacy and data protection
laws of various countries using framework analysis. Section 4 presents an overview of the key
principles and individuals’ rights that resulted from the analysis process (i.e., Combined Privacy
Law Framework (CPLF)). Section 5 discusses the results of the analysis of the various privacy and
data protection laws. Section 6 presents an overview of Privacy by Design (PbD) and correlates
the principles and rights of the CPLF and the principles, strategies, guidelines, and patterns of the
PbD schemes. In Section 7, the IoT architectures of two scenarios are presented, and the position of
the privacy patterns are demonstrated in these IoT architectures. Section 8 discusses the research
challenges and opportunities. Finally, Section 9 sets out the conclusion.

2 OVERVIEW OF THE PRIVACY AND DATA PROTECTION LAWS
This section presents an overview of various privacy and data protection laws with their key
principles and rights, which are: General Data Protection Regulations (GDPR), the Personal In-
formation Protection and Electronic Documents Act (PIPEDA), California Consumer Privacy Act
(CCPA), Australian Privacy Principles (APPs), and the New Zealand Privacy Act (1993) to present a
comprehensive view of some of the privacy and data protection laws of key countries around the
world, and to highlight any disparities, in order to assist developers in adhering to the regulations
across different regions. It is important to understand each of these major privacy and data protec-
tion laws individually, before moving on to analyse them together in the subsequent sections. We
acknowledge that there are many other laws around the world, such as the Cybersecurity Law of
the People’s Republic of China (CSL) [33] and the Protection of Personal Information Act of South
Africa (POPIA) [50]. While the CSL provides data protection requirements for network operators,
the POPIA sets out a general information protection mechanism for organizations in the public and
private sectors. However, due to the limitation of space, we have chosen the most popular privacy
and data protection laws from around the world, as approved by consulted privacy lawyers.

2.1 The General Data Protection Regulation (GDPR)
These regulations have applied since the 25th of May 2018, although they were entered into force
on the 24th of May 2016. Their applicability under the General Data Protection Regulations means
that there is a single set of data protection rules that all companies operating within the EU
must adhere to. These regulations have strengthened the rights of individuals in accordance with
the current digital age, along with providing clarity to businesses and public bodies operating
within the single digital market of the EU. The key principles and rights of the GDPR are as
follows [1]: Key Principles: (1) Lawfulness, fairness and transparency, (2) Purpose limitation, (3)
Data minimisation, (4) Accuracy, (5) Storage limitation, Disclosure, and Retention, (6) Integrity and
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confidentiality (security), and (7) Accountability; Individuals’ Rights: (1)The right of individuals to
exercise their rights, (2) The right to be informed, (3) The right of access, (4) The right to rectification,
(5) The right to erasure, (6) The right to restrict processing, (7) The right to data portability, (8)The
right to object, and (9) The rights in relation to automated decision making and profiling.

2.2 The Personal Information Protection and Electronic Documents Act (PIPEDA)
The Personal Information Protection and Electronic Documents Act (PIPEDA) was introduced in
Canada and became law on the 13th of April 2000; it addresses federal privacy law for organisations
in the private sector. The ground rules for how businesses should deal with personal information as
part of their commercial activities, are set out. The act gives individuals more control over how the
private sector handles their personal information [45]. The key principles [44] and rights [40] of
the PIPEDA are as follows: Key Principles: (1) Accountability, (2) Identifying Purposes, (3) Consent,
(4) Limiting Collection, (5) Limiting Use, Disclosure, and Retention, (6) Accuracy, (7) Safeguards, (8)
Openness, (9) Individual Access, and (10) Challenging Compliance; Individuals’ Rights: PIPEDA
states that (1) Private sector organisations must gather, and use or disclose, personal information
using appropriate fair and lawful means, including gaining consent, and for reasonable and clear
purposes, (2) Organisations must protect people’s personal information by implementing effective
security measures, and this data must be destroyed once it is no longer needed, (3) The individual has
the right to expect that any personal information an organisation has about them is accurate and up
to date, (4) The person has the right to see it, and if it is inaccurate, request that corrections are made,
and (5) The person also has the right to withdraw their consent at any time, in accordance with legal
or contractual restrictions and following reasonable notice.

2.3 California Consumer Privacy Act (CCPA)
The right of privacy for Californians is granted by the California Constitution, which provides
consumers with an effective way of controlling their personal information through upholding
specific rights. This bill enacts the California Consumer Privacy Act of 2018, starting on January 1st,
2020.KeyPrinciples: the CCPA grants Californians rights rather than principles [28]. Individuals’
Rights: (1) Californians have the right to know what personal information an organisation is collecting
about them, (2) Californians have the right to know if their personal information has been sold or
disclosed, and to who, (3) Californians have the right to refuse the sale of their personal information,
(4) Californians have the right to gain access to their personal information, and (5) Californians have
the right to equal services and prices, including if they decide to exercise these privacy rights.

2.4 Australian Privacy Principles (APPs)
Australian Privacy Principles (APPs) provide the main privacy protection framework in the Privacy
Act 1988 (Privacy Act), and they are applicable to all organisations and agencies that the Privacy
Act covers. This gives the organisation or agency the flexibility to design their practices on personal
information for inclusion in their business model to meet the varied needs of individuals [34]. The
key principles [35] and rights [36] of the Privacy Act are as follows: Key Principles: (1) Open and
transparent management of personal information, (2) Anonymity and pseudonymity, (3) Collection of
solicited personal information, (4) Dealing with unsolicited personal information, (5) Notification of the
collection of personal information, (6) Use or disclosure of personal information, (7) Direct marketing,
(8) Cross-border disclosure of personal information, (9) Adoption, Use or Disclosure of an identifier,
(10) Quality of personal information, (11) Security of personal information (12) Access to personal
information, and (13) Correction of personal information; Individuals’ Rights: the Privacy Act
gives individuals more control over the way their personal information is managed, as it allows
the person to: (1) Find out why their personal information is being collected, and how it will be used,
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as well as who it will be disclosed to, (2) The option of not being identified or using a pseudonym if
possible, (3) Request access to their personal information, including health information, (4) Stop
being sent unwanted direct marketing material, (5) Request that any personal information that is
incorrect is corrected, and (6) Put in a complaint about an organisation or agency that the Privacy Act
covers if they believe that their personal information has been handled inappropriately.

2.5 New Zealand’s Privacy Act 1993
The Privacy Act controls the way that agencies collect, use, disclose, store and provide access to
individuals’ personal information, and is relevant to all government departments, different size
companies, schools, religious groups and clubs in New Zealand [38]. The key principle [42] and
rights [39] of the Privacy Act are as follows: Key Principles: (1) Purpose of collection (2) Source
of information, (3)What to tell an individual, (4) Manner of collection, (5) Storage and security, (6)
Access, (7) Correction, (8) Accuracy, (9) Retention, (10) Use, (11) Disclosure, and (12) Unique identifiers;
Individuals’ Rights: the Privacy Act gives the right to: (1) Access your information and (2) Ask for
correction when it is wrong.

3 ANALYSIS OF THE PRIVACY AND DATA PROTECTION LAWS OF VARIOUS
COUNTRIES USING A FRAMEWORK ANALYSIS METHODOLOGY

The framework analysis [19] method has been developed by qualitative specialist researchers from
the UK who work for an independent social research institute. The method involves five distinct
phases, which are interlinked and provide a thorough methodical framework: (1) the familiarisation
process, (2) developing a theoretical framework, (3) indexing, (4) charting and (5) synthesising the
data. These phases allow the researcher to understand and interpret the data, shifting from mainly
descriptive accounts to a conceptual explanation of the situation. Figure 1 presents an overview of
the analysis process. The analysis in this research is based on the latest version of each law.

3.1 The Method
3.1.1 Familiarisation process: In the first stage, all the regulations from the privacy and data
protection laws of the selected countries are read in order to attain a good understanding of these
privacy and data protection laws.

3.1.2 Developing a theoretical framework: For the second stage, after becoming familiar with
all five regulations, two key themes emerged to identify principles and rights. Each regulation
from these issuers was read to identify its principles and rights. Using the Airtable tool, all the
principles of a specific issuer were grouped together as sub-themes of the key theme principles in a
single table, as well as the rights, where all the rights of a specific issuer were grouped together
under the main themes. If there were two matching principles of different laws, the general name
of a principle was chosen to identify that sub-theme. This step has been developed in stages by
developing a theoretical framework containing all of the privacy and data protection laws from the
countries specified above.

3.1.3 Indexing: This stage included a thorough reading of all the regulations. Since there are
some variations in the concept of a specific principle or right between different issuers, a section
was created for each sub-theme using the OneNote app in order to compare between the various
issuers’ laws concerning a specific principle/right. Each section was filled out using the defined
principle or right of a specific law. If the issuer does not have a matched principle or right, the
whole regulations would be read to find any matched provisions that could be assigned as the
issuer’s view of this principle/right. If there is no provision that can be assigned as the issuer’s
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view, N/A (Not Applicable) was assigned to that principle or the right of that regulation. Hence,
the final table was developed in stages as part of the indexing process.

3.1.4 Charting: Once the data was indexed in accordance with the theoretical framework, it was
summarised in thematic charts by cutting down the original data to form manageable sections of
text which could be easily understood, before placing the appropriate theme into the theoretical
framework chart. After filling out all of the principles or rights with the matching text, a general
definition was given to each principle or right in order to gain an overview of the meaning of
each, regardless of the slight differences between regulations. The charts were devised on a Word
document. Each chart contains fields for the following information: (i) Definition of a principle/right,
(ii) The issuers’ names, (iii) The article’s number, recital name, principle number, or principle name,
(iv) The name of the principle in that law, and (v) The quoted text that clarifies issuers’ views on a
specific principle/right.

3.1.5 Synthesising the data: This phase involved re viewing the charts to ensure the data set
made sense, before checking that the summaries on the charts matched the original data and
conducting a comparison between the themes and sub-themes. This phase facilitated further
revision of the quoted text from the regulation that was assigned to a specific law.

Fig. 1. Overview of the Analysis of the privacy and Data Protection Laws
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4 RESULTS
This section presents an overview of each key principle and right that resulted from the analysis
process, as explained in the previous section. The detailed results of the Combined Privacy Law
Framework (CPLF) 2 are presented in the Technical Report [3].

4.1 Key principles
13 key principles emerged from the analysis process and have been defined as follows:
(1) Transparency principle: The organisation must provide detailed information on its policies

and procedures concerning the management of personal information, and this must be readily
available to the public.

(2) Purpose Limitation Principle: The purposes that the personal information is being collected
and is used for must be shared by the organization, either prior to or at the time it is collected.

(3) Limiting Use and Disclosure Principle: An organisation may only use or disclose personal
information for the purposes for which it was collected.

(4) DataMinimisation Principle:Where personal data is required, it must be relevant, adequate
and limited only to what is needed for the purpose stated.

(5) Consent Principle: The individual’s consent is required for the collection, use, and/or disclo-
sure of their personal information.

(6) Lawfulness of Processing Principle: Personal information must be processed by fair and
lawful means.

(7) Accuracy Principle: Attempts must be made to ensure that personal information is as
accurate, complete and up-to-date as possible to ensure it satisfies the purposes for which it
will be used.

(8) Storage Limitation Principle: Personal information must not be stored for longer than
necessary once it has met the purposes for which it was collected.

(9) Security Principle: Safeguarding procedures must be in place to protect personal information
and prevent its loss, misuse or disclosure.

(10) Accountability Principle: An organisation is responsible for complying with all privacy
and data protection laws concerning the personal information that is under its control, and it
must appoint someone to be accountable for complying with the law in this area.

(11) Anonymity and Pseudonymity Principle: Individuals must be given the option of not
identifying themselves, or the choice of using a pseudonym, in relation to certain matters.

(12) Source Principle: Unless there is an exception, personal information must be collected from
the person the information is about.

(13) Cross-border Transfer of the Personal Information Principle: Individuals’ information
is expected to be protected and handled appropriately, wherever the processing takes place.

(14) Dealing with Unsolicited Personal Data Principle: An organisation must take reason-
able steps to manage unsolicited personal information. Unsolicited personal information is
‘personal information received by an entity that has not been requested by that entity.’

(15) Adoption, Use or Disclosure of an identifier Principle: Adopting, using, or disclosing a
unique identifier that was created for an individual for a different purpose should be prohibited.

4.2 Individuals’ Rights
11 Individuals’ rights emerged from the analysis process and have been defined as follows:
(1) Right of Individuals to Exercise their Rights: Individuals shall have the right to exercise

their privacy and data protection rights.
2Combined Privacy Laws Framework refers to the selected privacy and data protection laws for this study.
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(2) Right to be Informed: Individuals must be informed about the collection, use and/or disclo-
sure of their personal information.

(3) Right of Individuals Access: Individuals have the right to access the personal information
which an organisation is holding about them.

(4) Right to Rectification: Individuals shall have the right to ask for correction of their personal
data.

(5) Right to Erasure: Individuals shall have the right to ask for deletion of their personal data.
(6) Right to Restriction of Processing: Individuals shall have the right to restrict the processing

of their personal data.
(7) Right to Object: Individuals shall have the right to object to the processing of their personal

data.
(8) Right to Object to Marketing: Individuals shall have the right to reject the processing of

their personal data for direct marketing purposes.
(9) Right to Data Portability: Individuals shall have the right to receive their personal data in

a readily useable format that allows the individual to transmit the information to another
organisation.

(10) Right to Object to Automated Decision-Making: Individuals must have the right to object
to a decision that is based solely on automated processing.

(11) Right to Withdraw Consent: Individuals shall have the right to withdraw consent at any
time.

(12) Right to Complain: Every data subject shall have the right to lodge a complaint.
(13) Right of Individuals not to be Discriminated: A business shall not discriminate against a

consumer because the consumer exercised any of their rights.

5 DISCUSSION
This section discusses the results of the comparison between the GDPR, PIPEDA, CCPA, Australia’s
Privacy Act 1988, and New Zealand’s Privacy Act 1993 (the detailed results of the CPLF are presented
in the Technical Report [3]). The Table 1 and Table 2 show an overview of the similarities and
differences between the principles of the privacy and data protection laws selected for this study.

5.1 Scope of the Laws
The GDPR contains fully comprehensive data protection laws, although federal privacy law in the
US, including the CCPA, are viewed as being themost important legislation on privacy developments
in the country. Furthermore, while all of these five laws have similar core legal frameworks that
aim to protect individuals’ data, the CCPA is different from the other laws in a number of ways as it
covers a different scope. In particular, this means that the GDPR, PIPEDA, APPs, and New Zealand
Privacy Act (1993) articulate rules for organisations to comply with when processing personal data
to protect individuals’ privacy. The CCPA, however, only concerns individuals’ rights, rather than
guiding organisations.
As mentioned previously, the GDPR has a far wider scope compared to other laws. While the

scope of New Zealand’s Privacy Act (1993) is limited to its agencies, and the scope of the CCPA only
covers businesses that do business in California and process Californian residents’ data, the GDPR
is applicable to all businesses, public bodies and institutions, including not-for-profit organisations.
That is, an organisation that has been established in the EU and processes personal data, regardless
of the location where that data is processed; organisations established outside of the EU that offer
goods or services, whether paid for or free, or those monitoring the behaviour of individuals
living in the EU. APPs has similarities to these scopes since it applies only to APPs’ entities, and
it covers acts that have been completed or engaged in, including those outside Australia and the
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external territories, where the organisation has a link to Australia [37]. The PIPEDA, however, is
restricted only to commercial organisations and for-profit activities, [43] and is applied to personal
data that moves across provincial or national borders as part of the commercial transactions that
organisations are involved in - subject to the act or similar legislation [41].

5.2 Key Principles
The CPLF is to a large extent similar in relation to their principles, even though they use different
terms for naming those principles, and embed one principle under another one, have different
conditions, or are broader than others (as highlighted in the Technical Report [3]). However,
the CCPA differs from the other laws, as its primary focus is on sharing and selling rather than
collection.

5.2.1 Transparency principle: With regard to the transparency principle, the GDPR, PIPEDA,
APPs, and New Zealand’s Privacy Act (1993) assert that the privacy policy has to be clear and easily
accessible. In contrast, the CCPA does not mention this explicitly - only as a general desire for its
data practices.

5.2.2 Purpose Limitation, Data Minimisation, and Limiting Use and Disclosure Princi-
ples: The GDPR, PIPEDA, APPs, and New Zealand’s Privacy Act emphasise the need for the
purpose of data collection to be stated before or during the time of collection. They require data to
be collected for clearly specified legitimate purposes, and not used beyond that (used or disclosed)
in a way that is not in line with the purposes set out. They also emphasise that the collection of
personal information has to be limited only to what is necessary to fulfill the stated purpose. The
APPs and New Zealand’s Privacy Act clarify that the collection of personal information should
be linked to a function or activity conducted by the organisation. However, the provision of the
GDPR is wider, as it allows additional processing to archive data that is in the public interest; for
scientific or historical research purposes, or for statistical reasons. Nevertheless, this must be done
in accordance with specific conditions that are not incompatible with the purposes originally stated.
Even though the CCPA does not have an equivalent provision that requires businesses to specify
or identify its purposes, it asserts that it is mandatory to give the consumer notice when collecting
or using extra categories of personal information for other purposes.

5.2.3 Storage Limitation Principle: Regarding storage limitation principle, the GDPR, PIPEDA,
APPs, and New Zealand’s Privacy Act assert that organisations must not keep personal information
for longer than necessary, and it must be used only for the reasons it was collected for. The PIPEDA
and APPs suggest destroying, erasing, or anonymising all personal information that an organisation
no longer requires. The GDPR, however, allows personal data to remain if it needs to be archived.
In contrast, the CCPA does not set out clear provisions for businesses for data retention, whereas
service providers and third parties are prohibited from keeping, using, or disclosing personal
information for any reason other than those specified for the services set out in the original
business contract.

5.2.4 Consent Principle: While the GDPR, PIPEDA, CCPA, and APPs intrinsically require the
consent of the individual for the collection, use and disclosure of personal information, their
definitions of the word consent vary. The GDPR states that informed consent must be given freely,
and its use must be specific and unambiguous; in addition, APPs bases consent on four elements: the
individual is properly informed prior to giving consent; they provide consent voluntarily; consent
is current and for a specific objective, and the individual must have the ability and capacity to
understand and provide that consent. In a similar way, PIPEDA asserts that the consent should
be meaningful. The CCPA, however, allows businesses to sell data from minors based on consent,
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although this is only in reference to the sale of information, and is not required for collecting
the information. All these laws articulate provisions regarding consent to process children’s data.
In contrast, New Zealand’s Privacy Act does not require consent to be obtained by the agency,
and it does not specify if consent to collect the information needs to be provided. In addition, it
does not differentiate between information collected from adults or children. However, it does
require agencies to take reasonable steps to ensure that the person is aware that they are collecting
information from them.

5.2.5 Lawfulness of Processing Principle: Themain operational differences between the GDPR
and other laws discussed here concern the various approaches to the legal requirements to process
data. The GDPR is much broader compared to the other laws as it allows organisations to gather,
use and disclose personal information as long as one of the six grounds contained in Article 6 is
met. Unlike the PIPEDA, APPs, and New Zealand’s Privacy Act, they only require the collection of
personal data to be lawful as a legal obligation. The CCPA, nevertheless, does not provide a clear
list of grounds that organisations must adhere to collect information. It only requires businesses
to maintain and use the consumer’s personal information where necessary, for internal use, in a
lawful manner that adheres with the context in which the consumer provided the information if
none of the eight specified conditions is satisfied.

5.2.6 Accuracy Principle: With regard to the quality of the data, the accuracy of personal
information is not considered under the CCPA, and neither is the ability of individuals to correct
their information; whereas all the other laws in this study require personal data to be accurate,
complete and up to date.

5.2.7 Security Principle: All the privacy and data protection laws in this research assert that
organisations must ensure appropriate security when processing personal data. In case of any
data breach, it is mandatory for organisations to notify the responsible authorities and individuals;
unlike New Zealand’s Privacy Act (1993), where data breach notification is voluntary. However,
the New Zealand government’s new Privacy Act will set out a requirement for data breaches to
reported.

5.2.8 Accountability Principle: Regarding the accountability principle, organisations are re-
sponsible for complying with all privacy and data protection laws, including those for personal
information under their control. The GDPR, PIPEDA, APPs, and New Zealand’s Privacy Act (1993)
also set out requirements regarding the appointment of data protection (privacy) officers, to ensure
that they are obliged to follow the law. Nonetheless, the CCPA does not focus on obligations related
to accountability specifically, although a business or third party can ask the opinion of the Attorney
General to obtain guidance on how to properly comply with the provision.

5.2.9 Anonymity and Pseudonymity Principle: The APPs includes a key principle regarding
anonymity and pseudonymity, allowing individuals to have the option of not being identified,
or the use of a pseudonym, that is, provided there is no listed exception applicable. The CCPA
does not clarify whether its obligations are applicable to personal information that has been given
a pseudonym. As with the GDPR and PIPEDA, their provisions contain no direct analog about
applying anonymity and pseudonymity where the organisation no longer needs to process personal
data. New Zealand’s Privacy Act does not, however, have an equivalent principle.

5.2.10 Source Principle: Both the APPs and New Zealand’s Privacy Act require collecting per-
sonal information directly from the individual, unless an exception applies. The GDPR does not
have a similar principle, however, the data controller must provide the subject whose data they are
dealing with, with information if that personal data has not been obtained directly from them. In
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the same way, provisions in the PIPEDA and CCPA require organisations to declare the source of
this information should the individual request it.

5.2.11 Cross-border Transfer of the Personal InformationPrinciple: The cross-border trans-
fer of personal information is permitted under the GDPR, PIPEDA, APPs, and New Zealand’s Privacy
ACT (1993). They require that the rules that protect personal data apply on an ongoing basis, wher-
ever the data ends up, and it is required to take reasonable steps to prevent any overseas recipient
from breaching the regulations covering the information. In contrast, the CCPA does not restrict a
business collecting or selling personal information if all aspects of that commercial conduct are
conducted outside California.

5.2.12 Dealingwith Unsolicited Personal Data Principle: APPs has a key principle regarding
the case of dealing with unsolicited personal data, as an entity is required to destroy or de-identify
information that may not have otherwise been collected in accordance with the collection of
solicited personal data. This situation, however, is not mentioned in all the other laws.

5.2.13 Adoption, Use or Disclosure of an identifier Principle. When it comes to adopting a
unique identifier, whether it is a government related identifier or an identifier that was created for
a different purpose, this is prohibited by the PIPEDA, APPs, and New Zealand’s Privacy Act. This is
unlike the GDPR, which sets out specific conditions for processing national identification numbers
and any other identifiers of general application, and restricts using it under relevant safeguarding
guidelines. In contrast, the CCPA does not mention any regulations related to this principle, and
this could be related to the nature of its legislation.
Table 1 shows an overview of the similarities and differences between the principles of the

privacy and data protection laws selected for this study according to the following criteria:

✓ If the issuer’s view agrees with the concept of this key principle/right

2�
If the issuer’s view is not explicitly stated but agrees with the concept of this key principle/right being inferred
from such a provision

N/M If a regulation contains an explicitly stated provision for a different context from this key principle/right

N/A If no provision can be assigned as the issuer’s view and there is no contradiction with this principle/right

5.3 Individuals’ Rights
There are similarities and differences between the rights of the CPLF, which will be discussed below
(based on the detailed results shown in the Technical Report [3]).

5.3.1 Right of Individuals to Exercise their Rights: Individuals have the right to exercise their
rights. All the laws in this study require organisations to ensure the exercise of individual rights
and to take reasonable steps to put practices, procedures and systems in place that enable them to
deal with relevant inquiries and complaints, even though they have differences regarding the way
and the condition of responding to individuals’ requests.

5.3.2 Right of Individuals Access: Regarding individuals’ right of access, all the privacy and
data protection laws grant right of access if a request is made by an individual, unless there is an
exception, thereby allowing the individual to view all of the data an organisation is holding about
them. Individuals may obtain details about the data that is being processed, and can have access to
copies of the data that concerns them. Accessing the information is free of charge, at least for the
first time, except for PIPEDA, which allows organisations to grant individuals free access or charge
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Table 1. Overview of the Principles

Principle GDPR PIPEDA CCPA APPS New Zealand

Transparency ✓ ✓ 2� ✓ ✓

Purpose Limitation ✓ ✓ ✓ ✓ ✓

Limiting Use, Disclosure ✓ ✓ ✓ ✓ ✓

Data Minimisation ✓ ✓ ✓ ✓ ✓

Consent ✓ ✓ ✓ ✓ N/A

Lawfulness of processing ✓ ✓ 2� ✓ ✓

Accuracy ✓ ✓ N/A ✓ ✓

Storage Limitation ✓ ✓ 2� ✓ ✓

Security ✓ ✓ 2� ✓ ✓

Accountability ✓ ✓ ✓ ✓ ✓

Anonymity and Pseudonymity N/M N/M N/M ✓ N/A

Source ✓ ✓ ✓ ✓ ✓

Cross-border Disclosure of Personal
Information ✓ ✓ N/A ✓ ✓

Dealing with Unsolicited Personal
Information N/A N/A N/A ✓ N/A

Adoption, Use or Disclosure of an
identifier ✓ ✓ N/A ✓ ✓

them a minimal fee. There are, furthermore, some differences, such as regarding the procedure
organisations must comply with to respond to an individual’s request.

5.3.3 Right to Rectification: Based on the individuals’ right of access, the GDPR, PIPEDA, APPs,
and New Zealand’s Privacy Act provide individuals the right of correction of personal data that an
organisation holds. The GDPR sets out a stronger right, as subjects have the ‘right to obtain from
the controller without undue delay the rectification to inaccurate personal data concerning him or
her’. In contrast to the CCPA, which does not have an equivalent right.

5.3.4 Right to be Informed: All of the privacy and data protection laws in this study contain
prescriptive provisions about the information organisations must provide when collecting and
processing individuals’ personal information. Moreover, all of the legislation states when infor-
mation should be provided to individuals and what they should be told about. On the other hand,
the GDPR, the CCPA, PIPEDA, APPs, and New Zealand’s Privacy Act do not distinguish between
the notice given for collecting information directly from individuals, and the notice necessary for
information obtained from other sources.

5.3.5 Right to Erasure: The GDPR and the CCPA both permit individuals to ask for the deletion
of their personal information, apart from where exceptions apply. This right is similar in both pieces
of legislation, although the applicability and exemptions are slightly different. The GDPR contains
the right to the erasure of information (sometimes called the right to be forgotten), and states that
the data controller must erase personal data without any unnecessary delay in a range of situations,
for example when it is no longer needed for the purpose it was collected, or if the subject withdraws
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their consent or objects to the information being processed. Regarding the PIPEDA, APPs, and New
Zealand’s Privacy Act, individuals do not have clear rights in these laws regarding organisations
destroying or de-identifying their information. These laws, however, require organisations to
destroy, erase or anonymise personal information that they do not need any more. The PIPEDA,
nonetheless, states that it is obligatory for organisations to amend the information if an individual
clearly demonstrates the personal information is inaccurate or incomplete. Depending on the nature
of the information that is being challenged, the amendment may involve deletion, correction or the
adding of information.

5.3.6 Right to Restriction of Processing: The GDPR grants individuals the right to restriction
of processing for their personal data when one of the specified cases applies. In contrast, the
PIPEDA, CCPA, APPs, and New Zealand’s Privacy Act do not contain the right to restrict data
processing.

5.3.7 Right to Object, Right to Withdraw Consent, and Right to Object to Automated
Decision-Making: The GDBR and the CCPA guarantee the right to individuals to request that
an organisation stops the processing and selling of their data. The CCPA allows consumers only
to opt-out of their personal data being sold, and not collection or other uses that fall outside the
definition of selling. In contrast, individuals are allowed to object to any type of processing of their
personal data according to the GDPR, including by withdrawing consent or by objecting to its
processing, provided the request is based on a legitimate reason, and does not affect the public
interest. However, there are no similar provisions regarding the right to object in the PIPEDA,
APPs, and New Zealand’s Privacy Act. Rather, the provisions in these laws grant individuals the
right to withdraw consent at any time. Moreover, for automated processing, while the GDPR grants
individuals the right to object to a decision solely based on automated processing, none of the other
laws in this study consider this a right.

5.3.8 Right to Object to Marketing: APPs states that an organisation cannot use or disclose
personal information about an individual for direct marketing purposes, and organisations are
required to provide a simple method for individuals to ask not to be sent direct marketing commu-
nications (known as ‘opting out’). Similar to the GDPR, it grants data subjects, among other things,
the right to object to their data being processed for direct marketing purposes. Like the CCPA,
it is the consumer’s right to opt-out of selling their personal information, as well as opting out
from the subsequent sale of their personal information by a third party that is given the personal
information after its initial sale. In contrast, both the PIPEDA and the New Zealand Privacy Act do
not have an equivalent right to object to personal data being used for direct marketing purposes.

5.3.9 Right to Data Portability: The GDPR and the CCPA recognise the right to data portability,
as the CCPA views data portability as being part of the right to access, and the GDPR sets out a
separate and distinct right. The PIPEDA, APPs, and New Zealand Privacy Act, nevertheless, do not
provide equivalent rights to data portability.

5.3.10 Right to Complain: All the laws in this study grant individuals the right to lodge a
complaint, even though they have differences in their procedures. The PIPEDA, APPs, and New
Zealand’s Privacy Act encourage individuals, if they have concerns about their personal information
being mishandled, to firstly resolve privacy issues directly with the organisation. This is unlike
the GDPR and the CCPA, which suggest lodging a complaint to a supervisory authority or to the
Attorney General, respectively.
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5.3.11 Right of Individuals not to be Discriminated: In respect of protecting individuals
from many consequences, the CCPA contains the right to not be subject to discrimination when
exercising their rights, but this right is not supported in the other laws mentioned.

Table 2 presents an overview of the similarities and differences between the rights of the privacy
and data protection laws selected for this study according to the following criteria, which is the
same as the criteria that were applied to the principles before:

✓ If the issuer’s view agrees with the concept of this key principle/right

2�
If the issuer’s view is not explicitly stated but agrees with the concept of this key principle/right being inferred
from such a provision

N/M If a regulation contains an explicitly stated provision for a different context from this key principle/right

N/A If no provision can be assigned as the issuer’s view and there is no contradiction with this principle/right

Table 2. Overview of the Rights

Individual Rights GDPR PIPEDA CCPA APPS New Zealand

Right of Individuals to Exercise
Their Rights ✓ ✓ ✓ ✓ ✓

Right to be Informed ✓ ✓ ✓ ✓ ✓

Right of Individuals Access ✓ ✓ ✓ ✓ ✓

Right to Rectification ✓ ✓ N/A ✓ ✓

Right to Erasure ✓ 2� ✓ N/M N/M

Right to Restriction of Processing ✓ N/A N/A N/A N/A

Right to Object ✓ 2� 2� 2� 2�

Right to Object to Marketing ✓ N/A 2� ✓ N/A

Right to Data Portability ✓ N/A ✓ N/A N/A

Right to Object to Automated
Decision-Making ✓ N/A N/A N/A N/A

Right to Withdraw Consent ✓ ✓ ✓ ✓ ✓

Right to Complain ✓ ✓ ✓ ✓ ✓

Right of individuals not to be Dis-
criminated N/A N/A ✓ N/A N/A

6 DATA PROTECTION BY DESIGN AND BY DEFAULT AND PRIVACY BY DESIGN
SCHEMES

In the previous sections, a Combined Privacy Law Framework (CPLF) was developed by analysing
and synthesising five major Privacy and Data Protection laws together. This section presents an
overview of Data Protection by Design and Default and an overview of Privacy by Design (PbD)
techniques and correlates PbD techniques with the principles and the rights of the CPLF in order
to investigate the gap in the previous techniques.
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6.1 Privacy by Design and Data Protection by Design and by Default
This section presents an overview of the Privacy by Design (PbD) and Data Protection by Design
and by Default concepts. Cavoukian [12] developed Privacy by design (PbD) concept before the
GDPR, and other national privacy and data protection laws selected for this study, came into force.
This concept by Cavoukian suggests that the privacy, as well as friendliness, of IT systems, can
be improved by the Privacy by Design (PbD) system [12], based on its design philosophy. This
system design has a major impact on privacy and security, which is a key issue affecting the core
properties of a system. Privacy protection, therefore, is not something that should be considered to
be an add-on; rather, privacy should take priority from the outset. Data protection authorities are
addressing issues around Data Protection by Design and by Default (DPbD) [17, 25] and they are
supported by the European Commission [16, 18] furthermore, data protection for DPbD is legally
required by GDPR [1]. It is important that due consideration of privacy is given during the early
stages of the design process for DPbD, and not applied later on as a bolt-on to meet compliance. It
is also essential to ensure that all of the personal data that is required for each specific stage of
processing is dealt with appropriately. DPbD supports system security, along with a range of data
protection measures, for example, data minimisation, pseudonymisation, and transparency. While
the legal requirement for DPbD should be enough of an incentive for developers to accept its core
principles, its widespread adoption has not yet been proven with regard to engineering processes
[30]. This could be because its principles are rather disconnected from the real-life practice of
systems engineering. In addition, it can be difficult to translate between the some of the vague
terminology contained in the regulations [30]. The meaning of the concepts of Privacy by Design
and by Default developed by Cavoukian and GDPR is similar, but they differ in regard to structure.
The GDPR, as identified in Article 25 [1], includes “by Default” in its concept and has merged
the by Design and by Default concepts in one article; while "Privacy as the Default Setting" has
been identified by Cavoukian as one of its principles within the Privacy by Design Scheme [12] as
presented in the Technical Report by [3]. Regarding the other laws selected for this study, APPs
[58], PIPEDA [26] and New Zealand [32] have agreed on the notion of Privacy by Design, with the
latter agreeing on the concepts suggested by Cavoukian [12]. However, the CCPA has not discussed
this concept at all.

Perera et al., explain the various terms used in the literature on privacy by design (PbD) techniques,
such as principle, strategies, patterns, and tactics [47]. As demonstrated in Figure 2, principles may
represent high level, even abstract, ideas and concepts [47]. On the other hand, tactics are specific
low level instructions required to implement solutions within a particular context. Furthermore,
strategies, guidelines and patterns are situated between these. It should be borne in mind that the
difference does not make one type better or worse than the other, as each layer has its own specif
strengths and weaknesses. That is, bottom layer tactics facilitate specific solutions to solve specific
problems, compared to top layer principles which give insights concerning the general direction
that can be taken for further exploration and to solve problems. However, it should be noted that
there are some soft boundaries between these layers, as some principles can be interpreted as
strategies and vice-versa [47].

Principle: A principle provides a conceptualisation or value used for guiding behaviour or an
evaluation. They are usually highly abstract, but provide the overall direction to be followed [47].

Strategies: Unlike principles, strategies focus on reaching a specific outcome, and the design
strategy sets out the main approach that should be used to reach a particular design goal. This
makes strategies more specific with regard to their aims and goals [23].

Guidelines: Guidelines are used to break down the strategy being followed into lower-level
clear instructions that can be followed by the software engineer [47].
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Patterns: Design patterns provide a useful way of making decisions about the software system
used by an organisation. A design pattern provides a scheme for refining the subsystems or
components of a software system, or the relationships between them. It describes a commonly
recurring structure of communicating components that solves a general design problem within a
particular context [10].

Tactics: Tactics are used to build patterns; to explain, if we imagine a pattern is a molecule,
a tactic is an atom made up of the former [9]. That is, patterns are made up of several tactics
combined to solve a certain problem. Tactics assist in fine tuning patterns and usually focus on
specific attributes and influence trade-off decisions [47].

Fig. 2. Privacy by Design (PbD) Schems

6.2 Mapping between the Combined Privacy Laws Framework and Privacy by Design
Schemes

Privacy by Design (PbD) schemes are produced by various parties (PbD schemes are listed in the
Technical Report [3]). Even though all of these schemes aim at guiding software designers and
developers to build privacy aware applications, each party has its own frame. Because there are
numerous variations in originating contexts, as well as differing aims, each scheme is designed to be
able to work in isolation without being fully connected to another. This disconnected view means
that understanding different PbD schemes is hard, confusing and frustrating, as is proposing new
schemes to fill any existing gaps. Furthermore, these schemes are not only disconnected from each
other, but they are also disconnected from the CPLF. Accordingly, this section addresses this issue
by synthesising and modelling key PbD schemes into one single knowledge base. The knowledge
base not only captures the relationship between various privacy schemes, but it also correlates the
principles [11–13, 62, 64], strategies [23, 57], guidelines [15, 47] and patterns [51, 52] of the PbD
schemes with the principles and rights of the CPLF. The correlation of principles, guidelines, and
strategies are based on large similarities between the description of each principle and right of the
CPLF, with the description of each principle, guideline, and strategy of the PbD schemes. Due to
space limitations, Figure 4 shows a visualised image of the mapping process (the mapping process
are shown in details in the Technical Report [3]). With regards to the privacy patterns, since they
are more concrete than the other schemes, a set of criteria is followed when mapping between
the privacy and data protection laws and the privacy patterns. Figure 3 demonstrates a visualised
image of the mapping between the principles and the rights of the CPLF and the privacy patterns.
Details of the mapping are demonstrated in Tables in the Technical Report [3] because of space
limitations.
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Fig. 3. We took each element (i.e., Principles/Rights) in our CPLF (Combined Privacy Law Framework) and
analysed them against all the elements (i.e., PbD principles, strategies, guidelines) within different PbD
schemes. This is a visual representation and a placeholder. Please read our Technical Report [3] for details.
By doing so, our objective was to understand how different elements within different PbD schemes could
help to facilitate common privacy and data protection laws (principles and rights). We argue that, software
developers could use our mappings [3] to understand and select PbD schemes and patterns that are helpful
to facilitate different privacy and data protection laws within a given IoT application design.

7 INTERNET OF THINGS ARCHITECTURE
This section briefly presents an overview of the IoT in general and its architecture, and demonstrates
how to apply and map privacy patterns to IoT architectures at the design stage. The Internet of
Things (IoT) may be described as a collection of physical objects or ‘things’ that are interconnected
and have abilities involving computing, and sensing and actuation, along with being able to
communicate with each other and different systems in order to exchange information and collect
data [49, 54]. Designing and developing processes for IoT applications is more complex than
for desktop, mobile or web applications due to several reasons. Firstly, for IoT applications, it is
necessary to have both software and hardware, such as sensors and actuators, which can work
together across various types of nodes. These include system-on-chips, mobile phones, and cloud
platforms, which have a range of capabilities according to the specific condition [48]. Secondly,
developing IoT applications requires different software engineering experts, for example, desktop,
mobile or web, to work together. This leads to a complex situation as the different software
engineering specialists collaborate in order to combine the various types of hardware and software
necessary. Moreover, the situation is yet more difficult due to a lack of integrated development
stacks for supporting the engineering of end-to-end IoT applications.

7.1 Overview of the Internet of Things (IoT) Software Architecture
Data is typically moved from sensing devices to gateway devices, and to the cloud infrastructure in
IoT applications [48], which is the most commonly used architectural pattern for IoT application
development; it is known as a centralised architecture pattern [56]. This pattern is usually made
up of three components, which are IoT devices; gateway devices, and IoT cloud platforms, and
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Fig. 4. We took each privacy pattern (73 privacy patterns proposed in the literature) and analysed them
against each element (i.e., Principles/Rights) in our CPLF. By doing so, our objective was to understand how
different patterns implicitly help to facilitate common privacy and data protection laws (principles and rights).
Please read our Technical Report [3] for details. We argue that, software developers could use our mappings
[3] to understand and select PbD schemes and patterns that are helpful to facilitate different privacy and
data protection laws within a given IoT application design.

these all differ in their computational capabilities. An IoT application usually integrates the various
types of devices with their different capabilities [21, 47]. It should also be borne in mind that each
requires specific privacy protection measures to be taken into account according to their individual
characteristics.
The five phases of the data lifecycle is defined as ensuring a systematic approach to thinking

about the data flow for the application of our PbD framework within an IoT system. In all of the
devices, or nodes, the data passes through five data life cycle phases, which are: Consent and Data
Acquisition (CDA), Data Preprocessing (DPP), Data Processing and Analysis (DPA), Data Storage
(DS) and Data Dissemination (DD). The CDA phase consists of routing and data collection activities
performed by a specific node. DPP refers to any type of processing of raw data in preparation
for it being used with a different processing procedure [68]. In general, DPA involves collecting
and manipulating data items to attain meaningful information [63]. DD refers to distributing or
transmitting data to an external party. These life cycle phases of the data are applicable to all of
the nodes contained in an IoT application, and they allow software engineers to implement the
mechanisms necessary to protect users’ privacy. Even so, due to the decision of the engineers,
certain data lifecycle phases in some nodes are not always utilised, for example, a sensor node may
simply be used in the DPP phase for averaging out temperature data. This may be followed by
either the DPA or DS phases involving analysing or storing the data, and because of hardware and
energy constraints, the sensor node can push the data that has been averaged to the gateway node
through the DD phase.

7.2 Example of IoT scenarios
In this section, two case scenarios are presented along with their Business Process Model Notation
(BPMN) diagrams in order to define their process workflow. Those scenarios will be used later
on to highlight the privacy challenges and to demonstrate how to apply various privacy patterns
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to the data flow of the IoT architecture. As stated previously, privacy patterns are more concrete
compared to principles, strategies, and guidelines. This allows consideration of the perspective
of the owner with the problem, with the opportunity for each problem to be solved through the
development of an IoT application.

7.2.1 Use Case 1: Car Finder. This use case is inspired by ‘Carfinder’ project which has been
designed and implemented by IBM® and IBM Business BM Business Partner Zebra Technologies
in cooperation with AUDI, as a solution for vehicle tracking in real time [66].

Summary of the Use Case: People often park their cars in different places and can forget
where they parked it and may even have no idea where to even begin to finding it. IoT provides a
good solution to help people easily find their car. As shown in Figure 5, the car is equipped with a
sensor that reports a GPS location. There is also an IoT gateway inside the car, which is operated by
the car company and is capable of communicating with the sensor via Bluetooth. The GPS sensor
processes the car’s location once a person parks his/her car. The GPS sensor then transfers the
car’s location once it is requested by the IoT gateway. Next, the IoT Gateway transfers the car’s
location and the gateway ID to the cloud through an Internet connection when requested. The
cloud provides data storage service to store the location of the car and the gateway ID in the users’
profile. Once the person needs to know his/her car location, he/she can easily access their mobile
application on the mobile device and request the car location through a WiFi or mobile connection.
In turn, the cloud will process the user ID of the mobile application, and if it is valid, the cloud will
respond to the mobile application with the car’s location. In addition, the cloud provides computing
resources service to analyse the collected car’s locations for future suggestions.

Fig. 5. Use Case 1: Car Finder

The business process model depicted, as demonstrated in Figures 6 and 8 involves four pools, one
for each device/service. Each pool has a number of activities in boxes and circles, some handled by
external entities such as humans, and some automated. Activities with boxes with dark envelopes
show both data transfer and data requests. Those with green circles with envelopes show received
messages. The activities marked with service icons in boxes are automatically undertaken or
processed by the system; and those marked with a hand icon are undertaken manually by an
external entity (e.g., human or agent). The solid arrows between activities denote their sequence in
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a design pattern. Each activity may use or produce data recorded on databases, demonstrated by
dashed arrows. Finally, the conditions are represented by rhombus notations with cross icon and
parallel executions illustrated by rhombus notations with a plus icon.

Fig. 6. Business Process Model Notation of the car Finder Use Case with Classified Privacy Patterns based on
their purposes

7.2.2 UseCase 2: GymMonitoring System. This use case is inspired by smart watches available
in the market.

Summary of the Use Case: Sara is a trainer in a gym who faces difficulties in managing the
high number of participants in the gym at the same time. Smart Gym is a helpful IoT solution that
facilitates trainers managing gym participants and monitoring their progress easily. As shown in
Figure 7, within the gym there are two different use cases: (1) some participants only use a smart
watch, (2) and some participants use a smart watch together with a Heart Rate monitor chest strap.
As stated previously in Section 7.1, different nodes do different kinds of processing based on their
capabilities. Gym Activity is a third-party application that can be used by the participants and
a trainer in the gym to monitor their activities. Accordingly, each use case has its own flow as
follows:
(1) Smart Watch Use Case: Each participant wears a smart watch that includes multiple sensors

(e.g., heart rate monitor, GPS, accelerometer) to collect data. These collected data are used to
monitor activities, such as how many steps taken, the distance covered, the calories burned, and
what the person’s heart rate is. Once a participant starts a workout, the GymActivity application
on the participant’s smart Watch sends a notification via Bluetooth to the trainer’s smart phone
which informs her that the participant has started the workout. The trainer, accordingly, can
reply with a motivational message to the participant’s smart Watch. While the participant starts
a workout, the sensor displays a real-time heart rate, the active calories, the distance covered
and the total time, on their smart Watch. In case a participant has an emergency situation, an
alert is sent to the trainer’s smart phone. Once a participant has completed the workout, the
Gym Activity application on the smart Watch transfers the average heart rate collected and
the average calories burned through Wi-Fi to the local server at the gym, as demonstrated
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in Figures 7 and 8. Simultaneously, the Gym Activity application on the smart Watch sends
a notification to the trainer’s smart phone to inform her that the participant has completed
the workout, along with a summary of the workout: the total time, the total calories, and the
average heart rate.

(2) Smart Watch together with the Chest Strap Use Case: In this case, each participant wears
a smart watch together with the Polar H7/H10 heart rate sensor with a chest strap for those who
prefer an additional layer of accuracy. Smart watch has the ability to pear with Polar H7/H10
heart rate sensor. Therefore, the participants have to pair the smart Watch with the chest strap
device via Bluetooth in order to synchronize the Heart Rate data to the Gym Activity application
on the smart Watch and modify the required settings in the application. The complete case
would be the same as the previous case.
In both two cases, the Gym Activity application allows the participant to create an account and
enter their name, weight, height and age. It also allows participants to display the following
information: average heart rate, active calories, and the distances covered. In addition, the par-
ticipant can present visualised data from previous workout history that displays the statistics of
the total calorie losses, and the average heart rate since the participant started. Gym participants
can, furthermore, share their workout statistics, their progress of losing weight, and pictures
of their body to encourage their friends in the gym. In order for the trainer to improve their
participant’s progress, the trainer could do advanced analysis on the cloud of their participant’s
data and suggest different plans for the workout in order to improve their progress, or they
could store the workouts in the cloud for archiving purposes.

Fig. 7. Use Case 2: Gym Monitoring System

7.3 Mapping Privacy Patterns to IoT architecture
A major problem is that the owner typically focuses on the requirements that would help to address
their problem [9] without consideration of privacy issues. Hence, privacy requirements are often
overlooked during the design of software architectures for IoT applications. While these devices
bring about new services, increase convenience, and improve efficiency, they also bring privacy and
security risks. This section aims at guiding developers by demonstrating how to apply the privacy
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Fig. 8. Business Process Model Notation of the Gym Monitoring system Use Case with Classified Privacy
Patterns based on their purposes

patterns to IoT architecture for the two IoT scenarios presented in Section 7.2 and demonstrated in
Figures 6 and 8.

7.3.1 Mapping Privacy Patterns to the Car Finder Use Case. As this IoT solution collects the
user’s location, which could identify the user and cause a risk to the user’s privacy, it is imperative
to apply the privacy patterns to the flow of data, not only to protect user’s privacy, but also to
comply with the privacy and data protection laws. To highlight the way this may work in reality,
the next section will examine the previous scenario presented in Section 7.2.2 and apply privacy
patterns for developing a privacy-aware IoT application.

It is important to note that different types of privacy protecting measures can be taken for each
of these different components based on their characteristics. Applying various privacy patterns
would facilitate developers complying with the privacy and data protection laws. When developers
apply a specific pattern, it automatically complies with some of the principles or rights of the
privacy and data protection laws (as demonstrated in the Technical Report [3]). As shown in Figure
6, when the user receives the car location, the route the data travels is complex as it needs to go
through different nodes before reaching its final destination. Taking into consideration the privacy
requirements at each element of IoT architecture would help developers to build a privacy-aware
IoT application.
(1) Applying Privacy Patterns to the IoT Gateway:

When the IoT gateway receives the car location from the GPS sensor, privacy pattern number
6 – Encryption with a User-managed Key – ensures personal information that could be
transferred or stored by an untrustworthy third party is kept confidential. As data is routed
between different nodes, applying pattern 24 –Onion Routing – to the data would encapsulate
the data within a number of layers of encryption, thereby limiting the amount of knowledge in
each node located along the delivery path. This, in turn, would help developers to comply directly
with the security principles of the CPLF. In addition, since the exact location of the car should
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be stored, it is worth applying pattern 8 – Use of Dummies –, which simultaneously adds fake
locations in such a way that the third party is unable to distinguish fake from real information.
Accordingly, applying these privacy patterns would help developers to directly comply with
the Security and Anonymity and Pseudonymity principles of the CPLF. According to pattern 28
– Trust Evaluation of Services Slides –, it is important for the user to trust the service does
not negatively impact their particular privacy requirements. Hence, a trust evaluation function
needs to be used that is in accordance with relevant parameters for measuring how trustworthy
communication partners are and to establish their reliability. Accordingly, it helps developers
to directly adhere to the Transparency and Accountability principles of the CPLF and granting
users the Right to be Informed. As a third party aims to meet the operating requirements, it is
important to apply privacy pattern 29 – Aggregation Gateway – which uses homomorphic
encryption by using a secret question and answer shared only with the third party that is
working on enhancing the system. This third-party will not know what the content is due to it
being encrypted, yet it can still work on that data in an encrypted format because the encryption
system is homomorphic. This encryption prevents any revealing of the user’s information, such
as the user’s habits in this scenario as it collects the car’s location. By applying this pattern, the
service provider would comply with the security principle of the CPLF directly.
In order to avoid any exploitation of information that could infer sensitive user information,
applying privacy pattern 63 – Added-noise Measurement Obfuscation – is necessary to
avoid this privacy issue. As this pattern seeks to add some noise to the service operation, for
example, storing fake parking locations, no extra personal information may be inferred based
on the aggregation of the user’s information, such as what time they leave or return home.
This would result in complying with the principle of Limiting Use and Disclosure of the CPLF
directly.

(2) Applying Privacy Patterns to the IoT Cloud:
As this IoT scenario requires storing the car’s location for the user, which could cause a risk to
the user’s privacy when any data breach occurs, it is crucial to apply privacy pattern 22 – Data
Breach Notification Pattern –, to detect and react to a data breach quickly, since it could
identify users’ locations. This, in turn, would help developers in complying with the Security
and Accountability principles of the CPLF. As pattern 28 – Trust Evaluation of Services
Slides – could be applied to the IoT gateway, it is also applicable to the IoT cloud to ensure
that the user trusts the service, and to verify that a service does not undermine their personal
privacy requirements. Accordingly, the Transparency and Accountability principles of the CPLF
are satisfied, as well as the Right to be Informed being achieved by applying this privacy pattern.
Since the data could be access or handled by a third party (the IoT cloud in this scenario),
the controller could share the data in ways that may not be approved by the participants.
Therefore, applying privacy pattern 50 – Obligation Management – facilitates obligations
around data sharing, storing and processing to be managed, and responsibilities can be altered
if the data is shared among numerous parties. In this scenario, applying this pattern is helpful
to ensure that the third party is aware of and complies with the policies required by the user or
organisational policies. Accordingly, developers would adhere directly with the principles of
the Data Minimisation, Storage Limitation, and Accountability. It also helps developers to grant
participants the Right to be Informed. This is similar to the privacy pattern 60 – Sticky Policy.

(3) Applying Privacy Patterns to the Mobile Application:
The controller of the mobile application has to maintain privacy policies as they are an essential
aspect that involves data subjects, users, and aspects of processing; furthermore, it is crucial to
follow the laws that stipulate those policies. Privacy patterns 10, 11, 15, 20, 21, 30, 36, 37, 39,
45 and 59 all focus on solving privacy issues in regard to privacy policies. Since privacy policies
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usually tend to be complex and long, these privacy patterns are concerned about balancing these
policies with regard to accessibility, alongside being comprehensive from a legal perspective.
Moreover, these patterns seek to present privacy policies in a clear way to ensure that users are
clearly informed about the processing of their personal information. For example, Pattern 11
– Layered Policy Design – requires policies to be summarised in a nested way, so users are
able to understand what they should expect from dealings with their personal data by a data
controller with regard to the terms on which data is managed and to address specific purposes.
Accordingly, applying these privacy patterns will help developers to directly adhere to the
Transparency principle of the CPLF, as well as the Right to be Informed.
Regarding the personal data of the user, the mobile application should not collect any other
information about the user that does not contribute to achieving the specified purpose. This
applies to pattern 3 –Minimal Information Asymmetry. In this scenario, the objective is to
find the car’s location, so based on this pattern developers must not acquire any other types of
data to include in the application. This will reduce the risk to the user’s personal data and will
help developers to not only comply with the Data Minimisation principle of the CPLF, but also
adhere to the Transparency principle. Furthermore, applying this pattern will grant participants
the Right to be Informed, as acquiring minimal information from users would reduce the issue
of imbalance within the field of policy knowledge, including the knowledge held by the user
regarding the controller and its practices.
As users of the mobile application may not be equipped to maintain strong passwords, remember
them and protect them, privacy pattern 4 – Informed Secure Passwords – requires controllers
to provide users with assistance in understanding and maintaining strong passwords that are
easier to remember. This would result in complying with the Security principle of the CPLF
directly, and the Accountability principle of the law indirectly. In a similar context, pattern 71 –
Unusual Activity – asks controllers to alert users of unauthorised access in order to protect
users. This would result in complying directly with the Security principle and would grant
individuals the Right to be Informed. It also helps developers to comply with the Accountability
principle indirectly.
Users are typically unaware of the risks to privacy from their data sharing activities, especially
when those risks are either indirect or long term risks. Privacy pattern 5 – Awareness Feed
– makes users more aware of these risks through requesting that the controller informs the
user prior to starting the application processes about car collection locations. Users should
be informed before processing personal data and should be given a warning about possible
negative consequences at a time that is early enough to be taken note of, while late enough to
still be relevant. In a similar fashion, pattern 19 – Ambient Notice –, requires the controller to
present a succinct yet clear notification as the GPS sensor collects their car’s locations, which
does not interrupt the user’s activity. Similarly, pattern 42 – Appropriate Privacy Feedback
– requires the controller to provide clear feedback loops that gain the user’s attention in order
to make sure that the user understands whenever a new car’s location is collected, and they
can view that data and its possible uses. By applying these patterns, developers would comply
directly with a principle and a right of the CPLF, Transparency, and the Right to be Informed
respectively, as well as adhering to the Accountability principle indirectly. Like pattern 14 –
Asynchronous Notice –, it asks the controller to provide a simple reminder that they have
consented to the sensor to collect their car’s location and users could configure the settings
if they do not want to see this reminder again. Applying this pattern would help developers
to comply with one right of the CPLF - the Right to be Informed. It also helps developers to
adhere to the Accountability principle indirectly.
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As demonstrated in Figure 6, the IoT gateway sends the car’s location to the IoT cloud, which
could be managed by a third party. Therefore, applying privacy pattern 18 – Outsourcing
[with consent] – is essential before allowing the third party to process their data. Applying
this pattern helps developers to comply with three principles of the CPLF directly: the Limiting
Use and Disclosure principle, the Consent principle, and the Lawfulness of Processing principle.
It also adheres to two principles of the CPLF indirectly: the Accountability principle, and the
Purpose Limitation principle, where it should specify the purpose to limit the use and disclosure
of the data collected for that purpose. Similarly, pattern 32 – Sign an Agreement to Solve
Lack on a Use of Private Data Context – involves the controller providing the user with a
contractual agreement so that they are more obligated to stick to their word. Like pattern 40
– Obtaining Explicit Consent – which requires controllers to obtain unambiguous consent
from their users in order to collect and store their cars’ locations, either by using contractual
consent, or by signifying their consent, such as using a button, where users could click ‘I consent.’
Applying patterns 32 and 40 will result in complying directly with the Consent principle, and
Lawfulness of Processing and the Accountability principle indirectly. Similarly, pattern 58 –
Lawful Consent – addresses the legal and social obligations involved when the data subject
provides consent for their data to be processed, under specific circumstances, in enough detail.
This consent of the user should be purpose-separated so that users have to give consent for the
collection of the car’s location and consent for storing data for further analysis. This would
result in complying directly with the Purpose Limitation, consent, and Lawfulness of Processing
principles.
Regarding users’ preferences, Pattern 53 –Negotiation of Privacy Policy – asks the controller
to determine their users’ privacy preference, and if the user’s preference is unknown, they
should use the highest level of privacy settings. In this scenario, the controller stores the car’s
location by default all the time unless he/she chooses ‘No’ or vice versa. Nevertheless, none of the
principles and rights of the CPLF are suited to this privacy pattern. Pattern 35 – Enable/Disable
Function – requires the controller to allow users to enable and disable any functions, such
as disable the sensor which takes the car’s location, or disable the function which stores the
car’s locations to process and analyse them for future suggestions. When developers apply this
pattern, they would directly comply with the Consent and the Transparency principles of the
CPLF, and this would help developers to grant individuals the Right to be Informed; they will
also be adhering to the Accountability and the Lawfulness of processing principles indirectly.
This avoids the need to trust service providers to collect personal data by storing the car’s
location in the mobile application instead of storing data in the IoT cloud. This applies privacy
pattern 38 – User Data Confinement Pattern – which could be used if collecting personal
data for a specific but legitimate purpose that holds a level of risk to the privacy of the user,
accordingly, it complies with the Data Minimisation principle of CPLF directly. In a similar
fashion, privacy pattern 27 – Personal Data Store – improves the amount of control the user
has over their personal data by storing their data in a personal storage location (mobile) so the
user can decide whether to share their data with a third party who could manage the IoT cloud.
This, however, has not achieved any of the principles and rights of the CPLF. With regard to
the processing of the collected car’s location, pattern 61 – Personal Data Table – tracks the
processing of the cars’ locations to enable the user to view the activities related to their data
for the purposes of suggesting parking locations in the future, and they can easily review their
preferences. This would result in complying with the Transparency principle of the CPLF and
granting users the Right of Individuals Access, and the Right of the Individual to Exercise their
Rights.
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Pattern 41– Privacy Mirrors – addresses the socio-technical domain by suggesting methods,
mechanisms, and interfaces which can show the history, flow, state, and nature of the personal
data processed which would have otherwise been hidden. In this scenario, the controller should
provide the user with access to the data collected about the car’s locations, as well as the
processing operations concerning their data. This would help developers to comply with the
law by granting individuals the Right to be Informed and the Right to Individuals Access.
Pattern 48 – Privacy Dashboard – is wider as it does not only grant access to the user, but
it also allows them to easily control their data themselves and related permissions; that is, by
amending, erasing, or modifying the purposes they can be used for, or indeed, those whom the
data is allowed to be shared with if this applies. By applying this pattern, developers would
be complying with most of the rights of the CPLF: the Right of Individuals to Exercises their
Rights, the Right to be Informed, Right to Individuals Access, the Right to Rectification, the
Right to Erase, the Right to Restriction of Processing, the Right to Object, the Right to Object
to Marketing, the Right to Object to Automated Decision-making, and the Right to Withdraw
Consent. This would also help them to adhere indirectly to the Accountability principles.

7.3.2 Mapping Privacy Patterns to the Gym Monitoring System Use Case. As this IoT
solution collects personal information that could cause a risk to the user’s privacy, the privacy
patterns presented in the Technical Report [3] will be applied to the data flow to protect users’
privacy and to comply with the privacy and data protection laws. To highlight the potential of
this, the scenario presented in 7.2.2 will be revisited and the privacy patterns will be applied to
developing a privacy-aware IoT application.
(1) Applying Privacy Patterns to the Gym Activity Application:

As demonstrated in Figure 8, when a participant starts the workout, the sensor starts collecting
different types of data in real-time. The data collected are heart rate, speed, distance and
accelerometer, which is used to derive the participant’s activity, while the heart rate, distance,
and speed could be used to derive the calories burned. Based on this scenario, developers
can decide not to acquire any other data that is not used to achieve the objective of this
application. This is achieved by privacy pattern 3 – Minimal Information Asymmetry –
which not only seeks to minimise data, but also contributes to reducing the imbalance of policy
knowledge, where users will be more aware of the controller’s practices when controllers acquire
less information about them. This would help developers to comply directly with the Data
Minimisation and Transparency principles and granting participants the Right to be Informed.
As the users of the Gym Activity application may not be equipped to maintain strong passwords,
remember them and protect them, privacy pattern 4 – Informed Secure Passwords – requires
controllers to assist users in understanding and maintaining strong passwords that they can
easily recall. This would result in complying with the Security principle of the CPLF directly,
and the Accountability principle indirectly. However, in the case of unauthorised access, it is
crucial to alert the participant and trainer to protect their personal data. This applies pattern 71
– Unusual Activity – which would result in complying directly with the Security principle
and granting users the Right to be Informed. It also helps developers to comply with the
accountability principle indirectly.
Users are typically not aware of the privacy risks presented by data sharing activities, in
particular, if they are indirect risks or long-term risks. Accordingly, developers have to inform
the users of the Gym Activity application and the possible consequences in a timely manner
prior to implementing the application and gathering their personal data, or if there is a risk of
personal data being affected if it is not early enough to be appreciated or too late to be relevant.
This reaches privacy pattern 5 – Awareness Feed. Like pattern 19 – Ambient Notice – which
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requires the controller to make an unobtrusive but clearly visible notification available at the
point when the sensors start collecting their data. Similarly, pattern 42 – Appropriate Privacy
Feedback – requires the controller to provide feedback loops that are visible and made aware
to the user. Accordingly, the user is aware whenever sensors start collecting data, how that data
could be used (the trainer), and who is able to see the data (the trainer and the others who the
data is shared with). When applying these patterns, the developer would directly adhere to the
Transparency principle of the CPLF and grant participants the Right to be Informed. In addition,
they would comply with the Accountability principle indirectly. In a similar fashion, pattern
14 – Asynchronous Notice – requests that the controller provides a clear basic reminder that
they have given consent to the sensors to collect their data, and that users can configure the
settings in the event that they do not want the reminder to appear again. This would result in
complying directly with part of the CPLF by granting participants the Right to be Informed. It
would also help developers in complying with the Accountability principle indirectly.
As participants can share their progress with other participants, it is essential to protect the
user’s information by informing the participants that their access is not being made private, and
to tell them about other users, including possible unauthenticated ones, who can also access
the content. This achieves privacy pattern 9 –Who’s Listening – which helps developers to
comply with part of the CPLF as they directly grant participants the Right to be Informed. In a
similar fashion, pattern 57 – Privacy Awareness Panel – provides the user with reminders on
who can see the content they have or will disclose, what is done with it, why, and how it might
become identifiable. This would help developers to comply with the Transparency principle of
the CPLF and granting participants the Right to be Informed. Similarly, pattern 61 – Personal
Data Table – maintains the tracking of the processing of personal data to enable users to
view the activities and preferences concerning their data and review the preferences they have
made in a tabular format. Accordingly, developers would be complying with the Transparency
principle of the CPLF and granting participants the Right of Individuals Access, and the Right of
the Individual to Exercise their Rights. According to pattern 28 – Trust Evaluation of Services
Slides –, it is important for the participants to trust the service that is provided by the gym and
make sure that the service does not negatively affect their personal privacy requirements. This
would result in complying directly with the Transparency and Accountability principles of the
CPLF and granting users the Right to be Informed.
As demonstrated in Figure 8, the GymActivity application sends the personal data to be stored in
the local server, and the local server pushes the data to the IoT cloud for further analysis, which
could be managed by a third party. Thus, applying privacy pattern 18 – Outsourcing [with
consent] – is crucial before allowing the third party to process their data. This would result in
complying directly with the Limiting Use and Disclosure, Consent, and Lawfulness of Processing
principles. It also helps developers to adhere indirectly with the Accountability principle, and
the Purpose Limitation principle, where the purpose should be specified to limit the use and
disclosure of the data collected for that purpose. Like pattern 32 – Sign an Agreement to Solve
Lack on a Use of Private Data Context – which means that the controller must provide the
user with a contractual agreement, as that will cause the controller to be more dedicated to
keeping their word. In a similar fashion, pattern 40 – Obtaining Explicit Consent – requires
the controller to obtain unambiguous consent from the user in order to collect, store, and
analyse their personal data, either by using Contractual Consent or by signifying their consent.
For example, a check box that allows participants to provide their consent through checking
the box. Applying patterns 32 and 40 would result in complying directly with the Consent, and
Lawfulness of Processing principle, and indirectly with the Accountability principle. This is
similar to pattern 58 – Lawful Consent – which covers in detail the legal and social obligations
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surrounding a data subject’s consent to processing of their data in specific circumstances.
This consent of the participants should be purposed-separated, so the controller should obtain
consent for the collection of data when a participant starts a workout and should obtain consent
for storing data in the IoT cloud, and so on. Therefore, developers will be adhering directly to
the Purpose Limitation, Consent, and Lawfulness of Processing principles.
The controller of the Gym Activity application has to maintain privacy policies as they are
an essential part of the processing required for its activities. Furthermore, they do not just
rely on the users, which is an important part of the processing, but also implement the laws
that mandate these policies. Privacy patterns 10, 11, 15, 20, 21, 30, 36, 37, 39, 45 and 59
all concentrate on solving the privacy issues addressed in privacy policies. This is because
privacy policies typically tend to be complicated and very long. In addition, the privacy patterns
involved address balancing the accessibility set out in these policies alongside adhering to the
legal comprehensiveness required. Moreover, these patterns attempt to clearly set out privacy
policies so that users remain properly informed of the way their personal data is being processed.
For example, pattern 20 – Dynamic Privacy Policy – requires a controller to present the user
with extra policy information that is relevant to them as and when needed, according to the
context. This would result in complying with the Transparency principle of the law and granting
users the Right to be Informed.
In a case where participants share their photograph with other participants, it is safer to
remove all of the metadata (ex., location of the photo) not directly visible during upload time
or while the service is being used. This will protect personal information from leaks, and
prevent the controllers from surprising users, which could alienate them, if the information does
not have legal protection. This applies pattern 25 – Strip Invisible Metadata – which helps
developers to directly comply with the Data minimisation and the Limiting Use and Disclosure
principles of the CPLF. It also adheres to the Purpose Limitation and the Accountability principles
indirectly. As the participants can share their workout and pictures with other participants, the
controller has to use privacy warnings that are contextual to present relevant information and
provide suggestions about pending disclosures. This applies privacy patterns 43 – Impactful
Information and Feedback – which would help developers to comply with part of the CPLF
by granting the participants the Right to be Informed.
As the Gym Activity application requires the participants to register their names, the application
should allow the participants to identify themselves by using a pseudonym. Pattern 26 –
Pseudonymous Identity – ensures a pseudonymous identity not to be linked with a real
identity. This would result in complying directly with the Anonymity and Pseudonymity
principle of the CPLF and complying indirectly with the Security and the Accountability
principles. With regard to users’ preferences, pattern 53 – Negotiation of Privacy Policy
– requires the controller to specify their participants’ privacy preferences; also, if the user’s
preference is unclear or unknown, it must assume the highest privacy-preserving setting levels.
The controller in this scenario, could enable data collection once a participant starts a workout
by default, unless the participant disables the data collection. However, none of the principles
and rights of the CPLF are suited to this privacy pattern. Applying pattern 35 – Enable/Disable
Function – allows participants to enable and disable any service provided by the application,
such as disabling the heart rate monitor sensor or disabling the service that enables them to
share their workouts with other participants. When developers apply this pattern, they would
be directly complying with the Consent and the Transparency principles, and the Right to be
Informed. They would also be adhering to the Accountability and the Lawfulness of Processing
principles indirectly.
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Privacy pattern 46 – Selective Access control – allows a participant to specify the participants
who can access their content based on a specified rule, such as a rule that is based on participants,
or a rule based on context-aiding attributes like age. This would result in complying directly with
the Security principle of the CPLF. Allowing participants the option to clarify the privacy level for
the content shared with the controller or other users means that they can decide on the level of
access given to other participants. This applies pattern 12 –Discouraging Blanket Strategies;
however, none of the principles and rights of the CPLF is achieved by this pattern. Applying
pattern 54 – Reasonable Level of Control – enables participants to access information,
a service, or other participants, in a selective manner, and make information available to
predetermined groups or groups denied by the user. Like pattern 56 – Buddy List – which
facilitates users finding and assigning others to a directory that is user maintained and contains
social circles and contexts for interacting with. Therefore, applying pattern 50 – Preventing
Mistakes orReducing their Impact – prevents unintended disclosure of personal information
to other participants. It requires the controller to put contextual measures in place in order to
predict whether content needs to be processed, or if consent should be re-established, to stop
unintentional disclosure and mistakes. This would result in directly adhering to the Limiting
Use and Disclosure principle of the CPLF and would grant participants the Right to be Informed.
Pattern 41– Privacy Mirrors – requires the controller to provide the user with access to the
personal data processed, including the history, flow, state and nature of that data. This, in
turn, would help developers to grant participants the Right to be Informed and the Right to
Individuals Access. Pattern 48 – Privacy Dashboard – is wider as it does not only grant access
to the user, but it also allows them to easily control their data and the various permissions, such
as amending, erasing or modifying the purposes that they can be used for, or the parties it is
allowed to share them with, if applicable. Accordingly, developers would be complying with
most of the rights of the CPLF: the Right of Individuals to Exercises their Rights, the Right to
be Informed, the Right to Individuals Access, the Right to Rectification, the Right to Erase, the
Right to Restriction of Processing, the Right to Object, the Right to Object to Marketing, the
Right to Object to Automated Decision-making, and the Right to Withdraw consent. It would
also help them to adhere indirectly to the Accountability principles.

(2) Applying Privacy Patterns to the Local Server and the IoT Cloud:
As each workout information is stored in the local server once a participant completes the
workout, it is essential to ensure that personal information is kept confidential by applying
privacy pattern 6 – Encryption with a User-managed Key to the local server and to the
IoT cloud. Developers could also apply pattern 24 – Onion Routing – to protect personal
data while it is routed between different nodes. Furthermore, while the completed workout for
each month is sent to the IoT cloud for analysis purposes, it is good practice to increase the
security of the personal information before sending it to the cloud, as this could be prevent
any exploitation of personal data. Accordingly, applying these privacy patterns would help
developers to directly comply with the security principle of the CPLF and the Accountability
principle indirectly. Furthermore, applying privacy pattern 8 – Use of Dummies – would help
developers to secure personal information by adding fake workouts to the real workout in an
approach that prevents the adversary from distinguishing real from fake information. This,
in turn, would help developers to adhere to the Security and Anonymity and Pseudonymity
principles of the CPLF.
According to pattern 28 – Trust Evaluation of Services Slides –, it is important for par-
ticipants to trust the service that is provided by the gym and make sure that a service will
not undermine personal privacy requirements. This pattern is not only limited to the local
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server and IoT cloud, but is also applicable to the smart watch. This would result in comply-
ing directly with the Transparency and the Accountability principles of the CPLF, as well as
granting participants the Right to be Informed. Regarding the services that could be managed
by a third party such as the IoT cloud in this scenario, it is important to apply privacy pattern
29 – Aggregation Gateway – which implements homomorphic encryption by using a secret
answer that is shared with the third party aiming to improve the system. The third-party will not
know what the content is because it is encrypted, and so it operates on the data in an encrypted
format. This encryption prevents any revealing of the user’s health and fitness information.
Accordingly, the service provider would comply with the security principle of the law directly.
Introducing privacy pattern 63 – Added-noise Measurement Obfuscation – ensures that
any information that may reveal sensitive user information cannot be accessed. By storing fake
workouts, for example, its difficult to infer any other personal information from the aggregation
of the user’s information. This would help developers to comply with the principle of Limiting
Use and Disclosure of the CPLF directly. To prevent any consequences resulting from a data
breach, it is crucial to apply privacy pattern 22 – Data Breach Notification Pattern – to the
local server and to the IoT cloud in order to detect and react to a data breach quickly and to
prevent any malicious activity using personal information. Accordingly, developers would be
complying with the Security and the Accountability principles of the CPLF.
Since the data could be accessed or handled by a third party (the IoT cloud in this scenario)
where the controller shares the data in ways that may not be approved by the participant,
applying privacy pattern 50 – Obligation Management – ensures that the third party knows
about and complies with the necessary user or organisational policies. Accordingly, developers
would be adhering directly with the principle of the Data Minimisation, Storage Limitation,
and Accountability. It also helps developers to grant participants the Right to be informed. It is
similar to the privacy pattern 60 – Sticky Policy.

7.3.3 Applicability ofApplyingRights of the Privacy andData Protection Laws. As shown
above, in sections 7.3.1 and 7.3.2, privacy patterns have been mapped to two different IoT scenarios.
When developers apply a specific pattern, it automatically complies with what is applicable from the
principles or rights of the privacy and data protection laws, as demonstrated in the Technical Report
[3]. The mapping process, as demonstrated in Figures 6 and 8, differs based on the scenarios of the
use cases, where we have different components (e.g., IoT gateway, IoT Cloud, Smartphone etc.) and
characteristics. Accordingly, we acknowledge that the rights of privacy and data protection laws
are not absolute and can only be applied in certain circumstances. Take the Right to Data Portability
as an example, where individuals have the right to receive their personal data in a readily useable
format that allows the individual to transmit the information to another organisation. Applying this
right is not possible in both scenarios as the specifications of the above use cases do not include the
transition of the data to that organisation. However, the Right of Individuals Access is applicable
in both scenarios where we have an application (Smartphone in scenario 1 and Smartwatch in
Scenario 2) for each user to access their personal data. This could be applied through the following
privacy patterns: Privacy Mirror, Privacy Dashboard, and Personal Data Table as demonstrated in
the Technical Report [3]. Therefore, we cannot enforce all the rights to be supported in any IoT
scenarios, as it depends on the specifications of the use cases given and on the IoT components.

8 RESEARCH CHALLENGES AND OPPORTUNITIES
In this section, the objective is to identify some of the major challenges that should be addressed,
and potential research directions in order to support software developers building privacy-aware
IoT applications. These challenges have not been addressed yet in academia and they are as follows:
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prioritising the privacy patterns, creating new privacy patterns, enriching developers’ tools to
support privacy, and building privacy by design tools.

8.1 Prioritizing the Privacy Patterns
Various privacy patterns have been mapped to different principles and rights of the CPLF in order
to facilitate developers complying with privacy and data protection laws (outcome of the detailed
mapping is presented in the Technical Report [3]). Privacy patterns provide an important reference
point for developers [51, 52]. However, they are often introduced during a fairly late stage of the
design after key choices and decisions have been made; even so, they assist with documenting
common practices and standardising terminology. From a practical perspective, however, there are
still problems around developers having the competence needed to choose patterns and implement
the ones most relevant to the artifacts being designed. Accordingly, making the right decision and
trade-offs regarding the choice of a privacy pattern, from among all the available patterns without
compromising the core functionality of a system, would stand as a barrier to software developers.
Figure 9 demonstrates the prioritisation of the privacy patterns based on the number of key

principles and/or individual’s rights of the CPLF achieved. We cannot claim that a particular pattern
is more important than another just because it achieves many numbers of principles and/or rights.
To illustrate, privacy pattern 17 – Privacy Dashboard – achieves eleven of the principles and
rights (1 principle, 10 rights) of the CPLF. However, it mainly focuses on the individual’s access
and it does not consider other important principles, such as Data Minimisation, despite all the
privacy and data protection laws in this study asserting the importance of achieving this principle.
Therefore, prioritising the privacy patterns based on the number of achieved principles and/or
rights of the CPLF is not useful.

Fig. 9. Prioritisation of the privacy patterns

Figures 10 and 11 show another way of prioritisation of privacy patterns. It ranks the CPLF’s
principles and rights based on the agreement of the issuers of the privacy and data protection
laws of the five selected countries on a specific principle/right according to the criteria mentioned
below. That means that if a privacy or data protection law agrees with the concept of a specific
principle/right, this principle/right will attain a score of two for that issuer. And, when the issuer’s
view is not explicitly stated but agrees with the concept of this principle/right, this principle/right
will get a score of one for that issuer, or otherwise nothing. Nonetheless, there is a need for scientific
evidence for the prioritisation process.

Even though Jason Hong’s team of PrivacyGrade.org has graded one million Android Apps based
on their usage of sensitive information [24], no previous study has investigated the prioritisation
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✓ If the issuer’s view agrees with the concept of this key principle/right

2�
If the issuer’s view is not explicitly stated but agrees with the concept of this key principle/right being inferred
from such a provision

N/M If a regulation contains an explicitly stated provision for a different context from this key principle/right

N/A If no provision can be assigned as the issuer’s view and there is no contradiction with this principle/ right

Fig. 10. Prioritisation of the privacy patterns based on the ranking of the CPLF’s principles

of privacy patterns to help developers make the right decision and trade-off regarding the choice
of privacy-preserving ideas. Therefore, developers can balance between the privacy-preserving
techniques and the core functionality of the system.

8.2 Creating New Privacy Patterns
According to the Technical Report [3], synthesising various Privacy by Design (PbD) schemes into a
single knowledge base, captures the relationship between the principles, strategies, and guidelines
of the PbD schemes after they have been largely disconnected from each other. This knowledge
base supports software developers in discovering the privacy protection mechanisms required to
solve the problem at hand swiftly and efficiently. It also shows how some of the schemes were
extended based on other schemes, and how some of the schemes’ phrases are connecting with each
other. However, correlating the principles, strategies, and guidelines of the PbD schemes with the
principles and rights of the CPLF reveals that there is a need to improve the existing principles,
strategies, and guidelines or to propose new PbD schemes in order to mitigate the gap with regard
to the rules of the various privacy and data protection laws (outcome of the detailed mapping is
presented in the Technical Report [3]).
Nevertheless, as stated previously, privacy patterns are more solid and more appropriate for

explaining data usage in a specific context, and are more effective than the principles, guidelines or
strategies of the PbD scheme. According to the technical Report [3], mapping between the privacy
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Fig. 11. Prioritisation of the privacy patterns based on the ranking of the CPLF’s rights

patterns and the principles and rights of the CPLF indicates that various principles and rights of
the CPLF have not been achieved by any of the existing privacy patterns. These are the principles:
Source, Cross-border Disclosure of Personal Information, Dealing with Unsolicited Data,
and Adoption, Use, and Disclosure of an Identifier; and these are the rights: Right to Data
Portability, Right to Complain, and the Right of Individuals not to be Discriminated. Fur-
thermore, the problem is not only limited to the applicability of a particular privacy pattern to
achieve a certain law, but the applicability of implementing the same pattern in different ecosystems
as there are few operating-system-specific details. Let us take – Location Granularity – as an
example of a pattern. Implementing this pattern in Arduino is different from implementing the
same pattern in Raspberry Pi, which has a different operating system. Privacy patterns, however,
can still be identified as low-level designs that help software developers to build a privacy-aware
system. Therefore, harnessing the effort not only to create new general privacy patterns that cover
all the rules of the privacy and data protection laws, but also to create IoT specific privacy patterns
while taking into consideration various ecosystems, would help IoT developers to comply with
privacy and data protection laws and to build privacy-aware IoT applications.

8.3 Enriching Developers’ Tools to Support Privacy
In order to build a privacy-aware IoT application that complies with the rules of privacy and data
protection laws, software developers need to deal effectively with the legal aspects of it, understand
its provisions, and translate these legal requirements into technical requirements that are applicable
to the technical domain. However, as stated previously, studies have shown that developers from
a range of backgrounds often lack the skills necessary to ensure effective privacy management
[8, 63], and the difficulties that exist in regard to compliance with regulations are predicted to
increase in the future [7]. While some guidelines are available, most concentrate on the legal aspects,
rather than technical requirements, which results in them being unsuitable for the tools used to
build applications, and this disconnects them from the practical environment that developers are
working in. Thus, developers face the problem of relating the guidance provided to actual technical
considerations, such as ensuring a specific design, or making sure its implementation properly
meets privacy requirements.
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As shown earlier in this paper, in order to help developers across different regions exceed these
obstacles, different privacy and data protection laws of various countries have been analysed. This
analytical method shows how dealing with legal aspects is a very complicated process, as there
are vague provisions that need to be understood and various key principles and individual rights
that should be taken into consideration. Investigating the previous efforts on guiding software
designers and developers to protect personal information, several researchers have proposed various
principles, guidelines, strategies and patterns of the PbD schemes as demonstrated in the Technical
Report [3]. Nevertheless, after correlating these privacy schemes with the key principles and rights,
it has been demonstrated that not only are many of these principles, strategies, and guidelines
disconnected from the technical domain, but they are not adhering to the rules of the CPLF. A
further issue is demonstrated when applying privacy patterns to different use cases, as patterns
are more appropriate than principles, strategies, and guidelines. This reveals how it is difficult for
software developers to choose the right position of a pattern where the IoT scenario is complicated,
and where the data moves between many nodes that have different computational capabilities. It is,
moreover, difficult for developers to make the right decision and trade-off regarding the choice of a
privacy pattern from among all the available patterns without compromising the core functionality
of the system. The problem is not only limited to these challenges but, moreover, there is a lack of
practical guidance that considers the technical domain for developers to build a privacy-aware IoT
application [29].
Enriching existing developers’ tools to support privacy-preserving techniques will ensure that

developers are more aware of the use of personal data and how it can potentially be exploited,
throughout the process of application building. In addition, this shift in emphasis will lead developers
to consider the implications of their applications, and the possibility of using alternatives that
pose less risk when personal data is involved. Precisely, through introducing notions of privacy
into the development environment, the environment itself could provide guidance that specifically
addresses the artifacts being built, and this may enable software developers to better adhere to the
provisions required by law. This will not only place the burden on software developers, but will
also save developers time and effort.

8.4 Building Privacy By Design Tools
According to Roeser (2012), “Engineers can influence the possible risks and benefits more directly
than anybody else” [55]. Even so, software engineers typically face a number of issues concerning
privacy management. For example, they may pass the responsibility over to experts; however,
this is based on the assumption that software engineers have access to such experts, even though
this is unlikely for small businesses or individual designers. In addition, privacy experts need to
have the technical competence to understand the impact of development decisions on privacy [30].
While guidelines exist, they are usually geared towards a legal rather than technical domain, and
are generally disconnected from the tools and environments used by developers to design their
applications. Moreover, privacy guidelines are usually drawn on during the latter stages of the
design phase, even though their application would be easier and more effective if they were applied
earlier. In addition, software engineers face the challenge of relating guidance to technical aspects,
but this guidance may not align with some design choices or implementation details.

In contrast, as shown previously in Section 3, analysing the privacy and data protection laws of
various countries is a very complicated process, as there may be vague provisions that are difficult to
understand, and key principles and individual rights that must be considered. Research has shown
that previous efforts to guide software designers to ensure the protection of personal information,
has led to a number of principles, guidelines, strategies and patterns of Privacy by Design (PbD)
schemes being proposed. The mapping between these privacy schemes and the key principles and
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rights as shown in the Technical Report [3] is time consuming where software designers have to do
so manually. Even so, once these privacy schemes have been correlated with the key principles and
rights, it has been shown that many principles, strategies, and guidelines are disconnected from the
technical domain; furthermore, they often do not adhere to the rules of the CPLF. Another issue
involves applying privacy patterns to different use cases, where patterns are more concrete than
principles, strategies or guidelines. Therefore, it is difficult for software developers to choose the
position of a pattern if the IoT scenario is complicated, and if the data moves between several nodes
with different computational capabilities and constraints on resources. It is, moreover, difficult for
developers to make the right decision and trade-off regarding the choice of a privacy pattern from
among all the available patterns without compromising the core functionality of a system. The
problem is wider than these challenges, yet there is a lack of practical guidance for designers in the
technical domain to support the design phase of building IoT applications.
Placing a greater focus on the development of privacy tools as a central aspect of the design

process, and not simply as an additional factor, will ensure that software engineers pay more
consideration to personal data, and its potential to be exploited throughout the process of applica-
tion design. In addition, this shift in focus should encourage software engineers to consider the
implications of specific IoT application designs, including whether to use alternatives that pose less
risk to personal data. Furthermore, privacy by design tools will not only remove the burden from
software designers, but will also save time and effort, which will make this process of designing a
privacy-aware IoT application faster, more reliable and consistent.

8.5 Using Gamification Techniques
In order to engage and motivate software designers and developers building a privacy-aware IoT
application, the technique of play gamification has recently emerged. This is the use of game
mechanics and related elements within various contexts [53]. Using gamification [4, 61] in the
design and development stage is a useful and innovative way of increasing productivity and
motivation, and companies that have used this approach have seen increased productivity and
greater involvement [20, 61] of software designers and developers in applying privacy patterns.
This is because gamification enables people to learn new material, as well as gaining practical
knowledge through engaging in certain activities. Moreover, a large number of studies have shown
the positive impact of gamification on training outcomes [46].

The components typically used in gamification are points, as these are convenient for realisation
and players can understand them. In this system, for each action performed, the user gains a point
[5]. Therefore, in order to guide software designers and developers, it is essential to have a marking
scheme to base the points on when using gamification techniques. Prioritisation of the privacy
patterns is one of the approaches that we could base the points on. As shown in the previous section,
the privacy patterns were prioritised based on the ranking of each achieved principle/right of all
the CPLF. So, once a software designer or a developer chooses a specific pattern, he/she will gain a
score based on the prioritisation’s ranking of that pattern, as seen in Figure 10 and 11. Nevertheless,
as stated previously, there is a need for an in-depth understanding and scientific evidence of how
prioritisation should be carried out to ensure privacy.

9 CONCLUSION
Developers of IoT applications, like any other developers, face difficulties when adhering to privacy
and data protection laws and the associated Privacy by Design (PbD) techniques. However, devel-
opers from a range of backgrounds have a tendency not to be fully skilled in privacy management,
and problems around adhering to regulations are predicted to increase even more in the future.
It is, therefore, essential for developers to make an effort to meet privacy and data protection
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requirements and to comply with the law. In this investigation, the aim was to assist developers in
understanding legal requirements, to map these legal requirements to various PbD schemes in order
to build better privacy-aware IoT applications, and to comply with privacy and data protection
laws. Various privacy and data protection laws have been analysed, which are the General Data
Protection Regulations (GDPR), the Personal Information Protection and Electronic Documents
Act (PIPEDA), California Consumer Privacy Act (CCPA), Australian Privacy Principles (APPs), and
New Zealand’s Privacy Act 1993. Then, existing PbD techniques were reviewed and correlated to
the principles, strategies, and guidelines, along with the key principles and individuals’ rights in
the CPLF. In addition, the privacy patterns were mapped – as they are more concrete - with the
privacy and data protection laws and it was demonstrated how to apply the privacy patterns to
the right position of a given IoT architecture. Applying the privacy patterns to IoT architectures
helps developers to highlight the privacy challenges, which, in turn, would help them comply with
the law as they have been correlated. This study concludes that the major challenges that have to
be resolved to achieve effective privacy protection in IoT applications are: prioritising the privacy
patterns, creating new privacy patterns for IoT and operating system specific domains, enriching
developers’ tools to support privacy, and building privacy by design tools.
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